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PREFACE

The idea of writing this book occurred to the author one night while he
was in the hospital, between surgical operations. Whether he was under seda-
tion at the time, or whether the idea was an hallucination, is best left to the
judgment of the reader.
The opportunity to write the book was provided by a sabbatical leave
3 from Brown University, spent in the Department of Electrical and Electronic
‘ Engineering at the University of Birmingham (U.K.) in 1971, and the writer
extends his thanks to the Department Head, Professor David Tucker, Dr. O. H.
Berktay, for their help in making the stay both possible and fruitful. Particu- 5
lar acknowledgment must be made to the University and Department librar- |
ians at Birmingham for their courtesy and helpful service. :
The finishing of a book requires the assistance and cooperation of
many. Thanks are ot course due to Brown University on many points. _
The writer is also grateful to his colleagues in the Department of Physics at f
Brown, especially Professors A. O. Williams, Jr. and Peter J. Westervelt, for i
conversations on acoustical problems that have assisted in the preparation of
this book. Special thanks are due Professor Mark B. Moffett of the University
of Rhode Island who, in the spirit of “once a graduate student, always a .
graduate studept,’” reviewed a good fraction of the book in some detail. The i
boOk was supported by the Naval Sea Systems Command under Contract
N00024-72-C-1397 with Brown University, :
—~Ae) The author acknowledges with thanks the cooperation of Academic
Press for allowing him to use materials in this book from the author’s previ-
ous publications with that company. Acknowledgment should also be made '
to various secretaries who worked on parts of the manuscript, with special
thanks to Miss Maureen Byrne, who typed most of the text twice.
Finally, gratitude is due to my wife and family, for putting up once
again with an author in the house.

Robert T. Beyer

February 14,1974
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INTRODUCTION

1. The Nature of Nonlinear Acoustics.

It is a commonplace remark to say that the theory of acoustics is an
infinitesimal theory. The meaning here, of course, is that such quantities as
the changes in pressure, density and temperature, produced by a sound wave
are always small (i.e., infinitesimal) in comparison with the equilibrium values
of the same quantities. However, one cannot make the same comparison for
the displacement velocity of the hypothetical particle, since the theoretical
treatment of sound propagation presupposes a continuous medium that is at
rest in equilibrium. It is customary, and sensible, therefore, to require that
the ratio of the particle velocity to the velocity of propagation of sound be
sufficiently small. The question is, how small is small?

The answer to this question will be the burden of much of this book.
To make a beginning, we first define the acoustic Mach number M as the ratio
* of the maximum particle velocity to the local sound velocity. We then require
M<K,

The significance of this definition, which parallels the more common
Mach number of aerodynamics, can be gathered by considering the case of a
planc harmonic wave in which the particle or displacement velocity u is
expressed by

u = llO smw(t- \') (l)

€o

where ug is the amplitude of the displacement velocity and ¢, the sound
velocity when the amplitude of the wave is infinitesimal.

The acoustic Mach number is then M = uy/cy. We now introduce the
fact that the change in pressure 6p associated with such a wave, is related
to the particle velocity by the expression §p = Pocot: where p is the mean
density of the medium. Then

u OP ax
M = __Q _ m:;\ . @)

Co PoCp

For a gas under pressure py and with an equilibrium density Pg. the

sound propagation velocity is given by ¢ = +/vpg/pg. where v is the ratio of
specific heats.



The acoustic Mach number for a gas is thercfore

8P max
TPo .

, This ratio enters our problem in the following way. The -usual one-
dimensional wave equation for a particle displacement £

2 2 B
af=c(2)§_§ (3)

o2 ax

N

is in fact an approximation. The more accurate form {see Sec. 3.1) is

9 v+l aZ aZ .
(I+a—£> ———E-=c%——§-.' 4)
X Y ox

Equations (3) and (4) are compatible only if d£/0x is entirely negligible, or if
v = - 1. This latter is highly unlikely, although mathematical treatment of the
case is not without significance. [1] We shall concentrate our attention on
the first condition. In the case of the harmonic plane wave of Eq. (1), we can
integrate over time to obtain

= - X
£ =-§ cosw<t CO>

so that

d
<-a—i>max i EOE T T M. )

Thus the condition that 9&/dx be negligible compared with unity is equivalent
to the previously stated condition M << 1.

It might appear that we have answered our question, but in fact we
have not. For example, the sound of a jet engine at short range may be as
intense as 140dB re 0.0002 dyne/cm?2, which corresponds to a value M =
1/1000, a number that seems to be very small indeed. Nevertheless, the total
effect of the factor [1 + (3&/dx)]**1 will turn out to be quite considerable
in this casc.

The reason for this curious development is that the effect of the pres-
ence of a finite value is cumulative and while the influence of this term’is
only on the scale of 1 part in 1000 in a single wavelength, the wave will be
scriously distorted by the term in d&/dx after 1000 wavelengths.
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The distinction between Eqs. (3) and (4) is, of ccurse the difference
between linear acoustics [Eq. (3)] and nonlinear acoustics [Eq. (4)].

It has been said that the mathematical analysis of physical problems is a
series of rearguard actions. After we admit that a situation exists, we first
suppose that it can be represented by a suitably chosen constant. When that
fails, we switch to a linear dependence, and it is only as a last resort that we
retreat to the use of nonlinear relations and nonlinear equations.

Only a few decades ago, nonlinear acoustics was little more than the
analysis of shock waves and large amplitude mechanical vibrations. Gradually,
however, more and more of acoustics has been examined for its nonlinear
aspects until today one can write a nonlinear supplement to virtually every
chapter of a text on acoustics and vibrations. This book might be regarded as
a compendium of such supplements.

Because of the large attention that has already been given elsewhere to
the topics of shock waves and nonlinear vibrations, these subjects will be
treated rather sparingly here, and the reader is referred to well-known texts
[2,3] for more detailed treatment. A

2.  Historical Aspects.

The reader who makes even a casual study of the earlier literature will
be astonished, not at the lack of references to nonlinear phenomena at dates
more than thirty years ago, but rather at the number of nonlinear processes
that were observed and described in the distant past, studies that have fre-
quently been neglected or forgotten until recently.

Aeroacoustics

Probably the oldest known nonlinear (acoustical) device is the Aeolian
harp. In 1650, Athanasius Kircher [4] wrote a description of this instrument,
but its existence goes back to early antiquity. In the Aeolian harp, a flow of
wind (Acolus, Roman god of the wind) past a string or wire can set that string
in oscillation, and tradition has it that King David would set his harp so that
the wind at night would strike it and produce sound. The wind whistling
through tall grass or tree branches, the “singing” telephone wire and Lord
Rayleigh’s fingers in the baths at Bath* are all examples of the same phenom-
cnon—the conversion of direct fluid flow to vibratory motion.

*“Bath, January, 1884

I find in the baths here that if the spread fingers be drawn pretty quickly through
the water (palm foremost is best) they are thrown into transverse vibration and strike
one another. This sccms like the acolian string . .. . Raylcigh’s Notebook. [5]

3



An early analytic treatment (1878) of this phenomenon was that of
Strouhal [6] who found experimentally that the frequency f is related to the
airspeed v and diameter of wire d by

f = 0.185v/d. (6)

If f corresponds to the natural frequency of the wire, a substantial reinforce-
ment of the vibration is obtained.

It was pointed out by Lord Rayleigh that the effect of the Aeolian harp
must be due to the forces set in motion by the vortices that are created by
the fluid flow past a solid cylinder. At very low speeds of flow the stream-
lines cling close to the cylinder on all sides, a behavior known as potential or
laminar flow (Fig. 1a). However, even for rather modest speeds of flow, the
stream lines break away from the cylinder in the rear (Fig. 1b). Helmholtz
[7] attributed the drag resistance of a ¢ylinder to the apparent “surface of
discontinuity” AA’. Eddies or vortices are set up in this region (Fig. 1¢). It
. was noted by Benard [8] and Mallock [9] that these eddies detach them-
selves from the region of the cylinder and move along the stream lines, very
much as if they were small bits of matter caught up in the flow.

These vortices move off alternately from one side and the other. Their
theoretical description was supplied by von Karman in a pair of classical
papers [10] that resulted in the name von Karman vortex trail or street for
the phenomenon. For a distance between the vortices at one side € and
spacing of the two lines of vortices A, von Karman found the relation

%2 0.28 . (7

The fact that the vortices drop off first from one side of the cylinder
and then from the other results in a periodic force acting on the cylinder. The
longitudinal component of this torce opposing the flow direction always has
the same sense, and contributes to ‘the drag resistance. but the transverse
component acts alternately in opposite directions, thus providing the stimulus
for the Acolian tones.

It is also of interest that Rayleigh noted in his famous book [11] that
the Strouhal number, = fd/r could depend on the shear viscosity n of the
medium only through the combination n/pvd (p = fluid density) a combina-
tion that was later exploited by Reynolds [12] in describing the transition
from laminar to turbulent flow, and is hence known as the Revnolds’
number.

A sccond sound source in fluid flow is that due to edge tones, [irst
noted by Masson [13] and Sondhauss [14].

If air emerging from a narrow slit falls on a sharp wedge of wood or
metal (Fig. 2), tones can be produced. Vortex trails pass out from the slit on
cither side, and a scecond street of vortices are produced at the wedge tip.

4
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Figure 2.—Vortex formation and generation of edge tone in airflow through
narrow slit onto facing wedge.

Thesc vortices apparently must keep pace with the first set so that the dis-
tance d between slit and edge makes a kind of resonance distance.

Now the alternating naiure of the detachment of vortices causes a
vibration of the cdge piece just as was the case for the wire. Here again the
forces produced by the turbulent vortex street produce sound.

As carly as 1877, Rayleigh had considered the effect of a rigid sphere
undergoing periodic oscillations in a fluid, and showed that it would actina
fashion similar to that of an acoustic dipole, which was defined by him as “the
limit of two equal opposite simple sources whose distance is diminished and
intensity increased without limit in such a manner that the product of the
intensity and distance is the same as for two unit sources placed a unit

distance apart.” |15]
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Rayleigh also calculated the force exerted on the fluid by the oscillating
sphere and observed that sound radiation occurred in the fluid flow past a
wire when the wire was not permitted to vibrate. [16]

Thus the stage was set for the idea that sound generation from vortices
might not require the presence of a solid surface, but more than half a
century was to pass before it was stated directly by Yudin (1945) that he was
“obliged to suppose that the origin of the vortex noise lies in the variable
force acting on the medium.” {17]

The next step was to regard turbulent motion of a fluid as a kind of
inhomogeneity. Now the mathematical theory of the scattering of sound
from small-scale inhomogeneities had been considered by Rayleigh. In this
development, Rayleigh wrote down the expression for the D’Alembertian of
the pressure,

o= v} - 2 Yl
0(2)81

He collected all other terms on the right side of the equation. These included
terms dependent on the relative inhomogeneities in the sound velocity Ac/c,
and the density Ap/pq of the medium, as well as other nonlinear terms in p
and its derivatives. Since Rayleigh was interested in the effectiveness of these
inhomogeneities in scattering an incident sound beam, he neglected the higher
order terms not associated with the inhomogeneities. His equation then
became

D2p= -

28¢ 2°ps (Ap> ap ®)

where p; is the pressure in the incident beam.

In 1952, Lighthill pointed out that, in the absence of inhomogeneities,
the only terms remaining on the right side of Eq. (8) would be the higher
order terms for a homogeneous medium, i.e., the terms discarded by Ray-
leigh. This led Lighthill to the equation

92
ay ,~3y i

sz = - (p“iU/+Pi/‘ C(Z)P5,',') . )

an equation that has become fundamentai in subsequent studies of vortex-
produced sound. (Sece Chapter S for identification of symbols and further
development.)
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Shock Waves

The history of the phenomenon of the shock wave begins with the
observation in 1742 by a Belgian named Robens [18] that projectiles travel-
ing faster than sound experienced surprisingly high resistance, but important
progress waited upon improvement in experimental techniques.

In 1867 Poisson developed the schlieren method of sound visualization,
Basically, this method involves the focussing of a light beam on the objective
of a telescope or camera by means of a concave mirror. [19} If an opaque
screen is drawn over half the objective lens, the mirror will appear to be quite
dark. If the rays coming from the light source are disturbed by the presence
of density changes in the medium (due, for example, to the passage of a
shock wave), some additional light will bypass the screen and the mirror will
appear illuminated. (Many variants of this technique have been developed.
See A. B. Wood, [20] L. Bergmann {21] and Hargrove and Achyuthan. {22])

Topler used this technique to show that an electrical spark discharge
produced a compressed pulse in its neighborhood, while Mach and Gruess
(23] used the same experiment to establish the fact that this pulse moved
faster than sound and also that its speed increased with increase in the spark
intensity.

The so-called shadow method, in which the shadow of the compressed
regions of a spark induced pulse is photographed in the light produced by a
second spark, made it possible to produce excellent photographs of the shock
waves produced by a projectile in flight. [24] :

At this stage, the experimental results were well ahead of theory, but
Lord Rayleigh presented an analysis of shock waves in 1910 [25] and the
fundamental equations governing shock wave propagation were derived by
Rankine {26] and Hugoniot, [27] while the theory of shock thicknesses was
treated by Becker. [28]

The problem of the “booms™ resulting from the piling up of com-
pressional waves in front of a supersonic source was treated by Prandtl [29]
and later by Dumond et al. [30] while a definitive analysis of the patterns of
such shocks at large distances waited until Whitham'’s work in 1952. |31]

Finite-amplitude Waves

Lying between linear acoustics and shock waves is the subject of small
but finite amplitude waves. In 1808, Poisson {32] developed the forin for the
particle velocity

u=flx-(o+ utl (10)

that accurately describes the effect of a finite displacement « on the effective
propagation speed of a given value of that velocity.
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Poisson did not pursue the implications of this equation but Stokes
[33] pointed out in 1848 that, since large values of u were propagated more
rapidly than small values, th¢ wave becomes progressively distorted as it
travels through the medium, until ultimately a point is reached at which
du/dx becomes negatively infinite, indicating a discontinuity. It remained for
Earnshaw (1859) to produce an exact solution of Eq. (10), a solution that re-
mained, however, in implicit form. [34] This relation of Earnshaw, which
will be treated in detail in Chapter 3, remained in implicit form until 1935
when it was solved explicitly by Fubini. [35] The Fubini solution itself re-
mained but little known for some years. The interesting history of this theory
and its frequent rediscovery have been reviewed by Blackstock. [36]

A somewhat more limited but practical solution of the finite amplitude
problem was developed by Riemann {37] in which the equation of motion
(10) was linearized by using the first order expression for ¢ to determine

0t/dx and by expanding

at\"*! Y
<|+-—~) ——1+(’)’+|)-a}
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This results in the production of a second harmonic component in the wave,
the amplitude of which proportional to the distance from the source.

None of the foregoing analysis took sound absorption into account. In :
1931, Fay developed his theory of the “'almost stable wave.” [38] The pro- :
duction of second and higher harmonics as a wave progresses, due to the
nonlinear character of the acoustic wave equation, leading to the fcrmation
of a shock in the inviscid case, is counterbalanced at the higher frequencies
(for most fluids, the absorption coefficient is proportional to the square of
the frequency). In the almost stable wave, the two processes very nearly
balance, so that the form of the distorted wave remains virtually constant.

Eckart [39] developed the perturbation analysis of the problem, and it ;
was shown by Goldberg [40] and others [41] that the various harmonics rise :
to a maximum and then decay, a result confirmed experimentally by Krasil-
nikov et al. [42]

A somewhat different theoretical analysis was undertaken by Men-
dousse {43] who first noted the similarity between the acoustic equation and
Burgers’ equation, a general solution of which is known (Hopf, [44] Cole
{45]). Khokhlov and coworkers [46] successfully carried out the analysis in
1962 and the work was continued by Blackstock, who also developed a
model for the transition from the Fubini model to the Fay model of non-

linear propagation. [47]
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Interaction of sound with sound.

One of the oldest observations in nonlinear acoustics was that made by
Sorge in 1745 [48] and independently reported by Tartini in 1754 [49] (the
latter claimed to have observed the effect as early as 1714). These two musi- :
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cians found that the sounding of two musical tones of high intensity resulits in
the appearance of a lower tone, whose frequency is equal to the difference
between the two original tones. The sounds have come to be known as
“Tartini tones” or the Tartini pitch.

It was suggested by Lagrange [SO] and later by Young [51] and
Chladni [52] that the effect was the same as that of beats. The latter effect,
which is the (low-frequency) modulation resuiting from the sounding of two
nearly similar tones, is a linear phenomenon. It was argued that, as the beat
frequency increases, it goes over into a continuum tone, which is the differ-
ence frequency. These arguments found many supporters in the 19th century,
even though it became known that the signals had to be quite intense before a
difference tone could be observed, and that such a tone was a weak one,
whereas beats are very evident even at relatively low intensities.

The problem therefore hung on for more than 100 years, until Helm-
holtz undertook his study of what he called combination tones, [53] and
discovered the existence of a sum frequency as well as the difference fre-
quency.

Even Helmholtz’s discovery met with opposition, some observers com.
pletely denying its existence. An argument also developed as to whether these
combination tones existed objectively, i.e., actual pressure waves propagating
through the air, or “subjectively, being due to the nonlinear response of the
ear.” Helmholtz attributed the presence of the combination tones to non-
linearities within the ear, and modern research indicates the cochlea as the
most probable source of such a nonlinear response.

Nevertheless, Rucker and Edser [54] were able to excite a tuning fork
at the sum frequency, thus identifying the interaction as an objective one—
i.e., actually occurring in the medium.*

In 1931, Lamb used a perturbation technique to consider the effect of
two different primary frequencies propagating through a medium to show the
existence of both sum and difference frequencies. His work was confirmed
experimentally by Thuras, Jenkins and O'Neil. {56]

In 1950’s, a controversy arose as to whether two sound beams inter-
secting at an arbitrary angle can produce sum and difference frequencies. The
issue is a cloudy one and the author is an interested party. It is clear that two
beams, traveling in the same direction, do produce sum and difference fre-
quencies in the medium. The further development of this controversy will be
treated in Chapter 9.

Radiation Pressure.

Three phenomena associated with the passage of intense sound “eams
are radiation pressure, streaming and cavitation, and some remarks on the
history of each are in order.

*The issue is not a wholly settied one. See P. J. Westervelt, Proc. Symp. on Nonlinear
Acoustics, Birmingham, U. K., 1971, p. 6.

10




When one attempts to determine the time average of the pressure at a
fixed point in a medium traversed by a sound wave, one finds that an asym-
metry has been produced by the fact that the hypothetical particle of the
medium is itself displaced from its rest position. For equal displacements
from the rest position, the first order density changes are the same, but the
second order changes differ. The following quotation from Poynting (1905)
gives an account of the situation:

“In sound waves there is at a reflecting surface a node—a point of no
motion but of varying pressure. If the variations of pressure from the undis-
turbed value were exactly proportional to the displacements of a parallel
layer near the surface, and if the displacements were exactly harmonic, then
the average pressure would be equal to the normal undisturbed value. But
consider a layer of air quite close to the surface. If it moves up a distance y
towards the surface, the pressure is increased. If it moves an equal distance y
away from the surface, the pressure is decreased, but by a slightly smaller
quantity. To illustrate this, take an extreme case and, for simplicity, suppose
that Boyle’s law holds. If the layer advances half-way towards the reflecting
surface the pressure is doubled. If it moves an equal distance outwards from
its original position the pressure falls, but only by one-third of its original
value; and if we could suppose the layer to be moving harmonically, it is
obvious that the mean of the increased and diminished pressures would be
largely in excess of the normal value. Though we are not entitled to assume
the existence of the harmonic vibrations when we take into account the
second order of small quantities, yet this illustration gives the right idea. The
excess of pressure in the compressed half is greater than its defect in the
extension half, and the net result is an average excess of pressure—a quantity
itself of second order on the reflecting surface. This excess in the compression
half of a wave train is connected with the extra speed which exists in that
half, and makes the crests of intense sound waves gain on the troughs.” [57]

It is not surprising to learn that Lord Rayleigh made substantial con-
tributions to the theory of radiation pressure, defining a particular form that
bears his name (Chapter 6). More recently, Brillouin [58) pointed out the
tensor character of the pressure in the sound wave, and various aspects of the
phenomenon have been studied in detail by Borgnis [59] and Wester-
velt. [60]

Streaming.

In 1831, Michael Faraday [61] noted that currents of air were set up in
the neighborhood of vibrating plates—the first known observation of acoustic
streaming. In 1876, Dvorak [62] reported that when Kundt's tube was ex-
cited to vigorous oscillation, currents of air were observed. Near the walls of
the tube, this current flows from the loops to the nodes, with a return in the
inner part of the tube from the nodes to the loops.
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Once again, Lord Raylcigh put forth a fundamental theoretical explana-
tion. In particular, he noted that, while the phenomenon depended on the
viscosity of the fluid, it was one of second order, i.e., nonlinear. [63]

Rayleigh treated the problem of standing waves between paralle]l walls.
The successive generalization of the problem to cylinders of various types is
sketched in the review by Nyborg. [64]

In the 1920’s. it was observed that a flow of fluid takes place in front
of a quartz crystal used as a transducer, and the name “‘quartz wind” was
attached to the phenomenon. The effect was observed by Meissner in liquids
in 1926. [65] In 1948, Eckart [39] published a theoretical account of
streaming in its relation with the so-called “‘bulk viscosity” of fluids, and for a
time it was thought that an independent method of measuring this quantity
had been determined. Subsequently, however, it was made clear that the
streaming was in fact proportional to the total acoustic absorption coefficient
in the fluid, so that what had been obtained was another method of meas.
uring this quantity. [66]

Cavitation

The early history of cavitation research is marvelously summarized in
the opening lines of Rayleigh’s paper (1917) “On the Pressure Developed in a
Liquid during the Collapse of a Spherical Cavity,” lines that recall Poe’s
opening to “The Cask of Amontillado.” [68] although with less ominous
overtones:

“When reading O. Reynold’s description of the sounds emitted by
water in a kettle as it comes to the boil, and their explanation as due to the
partial or complete collapse of bubbles as they rise through cooler water, I
proposed to myself a further consideration of the problem thus presented;
but 1 had not gone far when | learned from Sir C. Parsons that he also was
interested in the same question in connexion with cavitation behind screw-
propellers, and that at his instigation Mr. S. Cook, on the basis of an investiga-
tion by Besant, had caiculated the pressure developed when the collapse is
suddenly arrested by impact against a rigid concentric obstacle.” {67]

We thus learn that research in cavitation had a wholly non-acoustic
origin. Cavitation refers to the formation of holes in liquids, and it is a matter
of indifference whether the holes are produced by local heating in a kettle of
water, by the slashing of a propeller blade through the liquid, or by the
oscillation of liquid particles under the action of a sound beam. Nevertheless,
all three causes have strong interconnections and are of interest in acoustics.

Besant’s calculation was made in 1859. [69] On the basis of it, it was
concluded that enormous pressure could be generated in the collapse of a
void existing inside an incompressible liquid. Thus, if bubbles are generated
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near a propeller surface, their ensuing collapse generates large forces that can
act on the blade and severely damage it. Hence cavitation is of great signifi-
cance in engincering work.

Lord Rayleigh’s reference to Reynolds suggests two other aspects of
cavitation. Bubbles are developed in a heated liquid near its boiling point,
apparently due to the local concentrations of heat, with impurities often
playing the role of growth centers or nuclei. Cavitation therefore is of interest
in the study of the phenomenon of boiling. Also, the collapse of such bubbles
can be accompanied by noise.

For the acoustician, interest in cavitation divides between the origin of
holes and the forces and sounds produced by bubble collapse.

A great amount of experimental research was carried on in the period
1930-1950, by which time it became clear that cavitation could involve bub-
bles filled with air that was previously dissolved in the liquid or filled with the
vapor of the liquid itself. This second kind of cavitation was more difficult to
achieve and apparently depended on a number of extraneous factors, in-
cluding the purity of the liquid. In 1954, Galloway [70] estimated the
threshold for this type of cavitation in water at overpressures of 200 atm.

The presence of bubbles in a liquid causes appreciable scattering and
absorption, so that sound transmission through a bubbly medium will be
greatly impeded. Studies of this phenomenon were pursued by E. Meyer and
his associates. [71]

One of the most difficult probiems with regard to cavitation is the
determination of its onset. One technique is photographic, while another has
been the recording of sound produced by the cavitating bubbles.

The fundamental problem of cavitation has remained the determination
of the mechanism of bubble formation. Various theories of impurity seeds,
entrapped air, thermal spikes. cosmic rays have ali been advanced, but the
picture remains unclear. As it says at the end of any research report, much
more work remains to be done.
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Chapter |

PRINCIPLES OF LINEAR ACOUSTICS

Since we have embarked on a text in which the world of vibrations and
acoustics is divided into the part that is linear and the part that is not, it
would be well to review first the part that is linear, which is supposed to be
familiar to the reader. Actually, only the topics that bear on the nonlinear
aspects of acoustics will be covered, and even here, the reader is encouraged if
not urged to seek the fuller accounts in the references and bibliography given
at the end of the chapter.

1.1 The Linear Oscillator.

The most familiar problem of vibratory motion is that of damped,
linear oscillations. We consider a one-dimensional system in which a particle
of mass 2 is attached to one end of a weightless spring of stiffness .

If the particle undergoes a displacement £ from its rest position, the
restoring force is expressed by -k&. If the damping force is given by ‘RE,
where £ = dE/dr and R is some constant of the system, we have the equation

mE = -ki - RE . 1.1

AL

To solve (1.1), we set £ = Ae”'. Then, substituting in (1.1), we obtain

Mm+ AR +k=0
or

_ R (R? - 4mk)”2
A= m * - 2m (1.2)

Three cases can be distinguished here, depending on the relationship
between RZ and 4mk:

Case |: R? > 4mk (overdamped motion)

- R? 1/2
o R (2 5

4m? m
\ -
R: [R?T k2
+ AZ exp ‘;‘:z"—n' - (m -~ H) t (1.2a)
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18 '~ NONLINEAR ACOUSTICS SEC 1.1

Case 2: R* < 2mk (Underdamped motion)

! . t .
E = Al exp [—2772- + lwna,t]+ A2 [m = lwnart] (12b)

where wyyy = (kfm — R2/4m2)”2 is the natural frequency of the system.

Case 3: R4 = 4mk (critically damped motion)
A second solution is necessary here, in addition to exp (-Rt¢/2m). It can
easily be established that r exp (~R¢/2m) is such a solution, so that the

compleie solution of (1.1) in this case is
£ =(4; +tAyt)exp(-Rt/2m) . (1.2¢)

I our particle is now subjected to a harmonic force, such as F cos wt,
the problem can be most easily solved by means of complex numbers. We
therefore use the form Fyeé“! for the force (Fy real), so that Eg. (1.1)
oecomes

mE+ RE + ki = FoeW! | (1.3)

If we use as our test solution £ = 4¢“’ (4 complex), simple substitution
yields

(-mw? +iwR +k)A = F,

or (1.4a)
) Fy Fge'®
T GwR + k- mw? [wiRY + (k- mw?)?) V2
where
tan ¢ R (1.4b)
n B e———— B
a k - mw?

Our complex solution for ¢ then becomes

£ = FO (j("‘" -¢) (1.4¢)
[W?R? + (k - mwh)?) /2 .

for which it is understood that the real part is the solution for the real case.

!
i
i
i
|

ey

T PP

PR R,




4 R - = PR - - . .
: R oowes e o e T e s e Y e T
- pm A sl A oW - e e e —— R
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Thus oscillations are forced at the frequency of the driving force. How-
ever, the amplitude of such oscillations will be small except in the neighbor-
hood of the frequency for which

L [WR? + (k-mw?)?) < 0.

) This resonance condition yields the frequency for maximum displace-

ment, (c)d:
_ k R2 1/2

It is worth noting here that the use of the complex variable technique
relies on the principle of superpasition—i.e., that if f,(¢) is a solution of a
given equation and f5(f) is a second solution, then f = af|; + bf isalso a
solution. In particular, if @ = 1,b = i, (f] f; real) Then the fact that fis a
solution guarantees that the real (f|) and imaginary (if,) parts are also solu-
tions. The principle of superposition in turn requires that the governing equa-
tion be linear, so that this technique cannot be used for nonlinear problems
without special consideration.

In most of the problems with which we shall deal, it is of greater
interest to consider the displacement velocity £ rather than the displacement
itself. If we form the time derivative of (1.3) and set £ = u, we have

wit il -d.d"l_mulm it R o5k

s

mu+ Ri + ku = iwFyd*! . (1.6)

Proceeding as above, we try u = A4¢'“?, Substitution in (1.6) then yields

R R UL WS DT O N R o T AT Sy s LR

[~w?m+iwR + kA = iwF

or

FO Foe-’¢ g

A= = STI77 (1.7a) 3

R+i(mw-—> [R2+<mw——>] ]

w 1

with 2

ﬂil

mw - & ;

tan ¢ = - (1.7b) 3

|

The maximum particle velocity is therefore obtained when the imagi-

nary part of the denominator of Eq. (1.7a) vanishes, i.e., -

A

: 2 .k .*

; w, — . (1.8) i

; l - :
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This frequency is known as the resonance frequency, since it is the one
for which the displacement velocity is exactly in phase with the forcing term.
It should be noted that this was not the case when we considered displace-
ment. The maximum displacement [Eq. (1.4a)] occurs when w = w, [Eq.
(1.5)] which is a lower frequency than w,.

1.2 The Vibrating String.

A second important problem of linear theory is that of the vibrating
string. If a string is attached to rigid supports and given a small displacement,
(Fig. 1-1a), the resultant restoring force will cause the string to vibrate.

ety ol ca o e

s i Rt

o ikt W s o

x + dx

N |

e e ket net dlbed

Figure 1-1a.-Displacement of a vibrating string under uniform tension 7.

The details of the situation are indicated in the enlarged Fig. 1-1b. The
string is assumed to be uniform, with a mass per unit length equal to g, the
magnitude of the tension in the string, 7. is assumed to be constant, and all j
displacements are small (§/L << 1, where L is the length of the string). \

The force in the y direction at the left end of our string segment (at x)
is given by

ey i s e
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- 7%
T, = -T3-.
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while that at the right end (at x + dx) is
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X x + dx

Figure 1-1b.~Enlarged view of segment of string from Fig. 1b.
Motion is restricted to xy piane,

SR P R W RPEFY WUV PO 3 PO

so that the net restoring force on the element is

, 32t
T, - T, = -T — dx. (19)
yor dx2

The mass of the length of string dx is odx, where g is the mass per unit
length of the string. Then the equation of motion becomes

2 .
- Té—g = -odx}
ax2
or
2 2
Ta_z. = ga_g. . (l.lO)
ax? ar?

A a2 W] S 1AL 4 et e i 33 ke et Rt Ao P 0 £ i Saltb

This is the same equation as Eq. (3) of the INTRODUCTION if
cg =T/o. Hence waves can propagate along the string with velocity o=

VTTa.

The general solution of Eq. (1.10) can be easily demonstrated to be

£ = Af(x - cot) + Bg (x + cot) (1.11)
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since

£ = Af'(x- cot) (~cg) + Bg'(x +cyt)cy

E= QAL (x - cot) + c3Bg"(x + cot);

and

— = C%Af" + c(z) Bg"

which is exactly equal to £..

Equation (1.11) represents two transverse waves traveling in opposite
directions. It is an entirely general solution. The particular form that the
displacement of the string takes depends on the way the string is initially
plucked.

This initial plucking could lead to a complicated form for the solution,
and be a very difficult problemn but for the principle of superposition, to
which we have already referred, and for the procedures of Fourier analysis.
So long as we are dealing with a linear equation, any linear combinations of
solutions will also be a solution. But virtually any physically realizable dis-
placement of the string can be decomposed by Fourier analysis into sinus-
oidal components, each one of which can be studied separately, with the final
answer represented by the sum of the Fourier components.

In the problem at hand, only the sine series will be needed, since the
end points of the string are fixed. Let us therefore iook at the simplest
possible case, in which the initial displacement is given by a sinusoidal curve:

E(x, 0) = g sin kx . (1.12)

If the length of the stringis L, the condition that the ends of the string
are fixed yields

£(1.,0) = EgsinkL =0, or kL =nan=123,.... (1.13)

=
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The solution of (1.10) for this case is given by (1.11):

Asink(x - cot) + Bsin k(x +cyt) (1.149)

oo
1}

or

(A + B)sin kx coswt - (4 - B) cos kx sin wt

wer
n

with w = kcg. Since £(0,1) = O for all ¢, it follows that A = B. Then, recalling
{1.13) we obtain

£ = A+ B =24
or
A= E5f2 .
Hence Eq. (1.14) becomes
£ = £p sin kx cos wit (1.15)

which corresponds to a standing wave. Finally, substitution of the boundary
condition (1.13) leads to the result for the nth harmonic:

£ = £ sin l%x- cos nwt . (1.16)
1.3  Beats,

The “beating” of two oscillations of different frequencies is a linear
phenomenon. The two oscillations might be sound waves traveling in the
same direction, two oscillations superposed on a string or two separate vibra-
tors forcing a mechanical system. For simplicity, we assume the two oscilla-
tions to have the same initial phase. Then

£, = Asinwyr
(1.17)

mA sin Wyt

33

where w, > wy, and m lies between 0 and 1, we shall further assume that the
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difference between w, and w, is small, and introduce the notation for the
difference (£2) and mean (wg) frequencies

= wy - wy
wy = (1/2)(wy twy) .

Then, by simple trigonometry, the sum of the two displacements &, +
&, becomes

E=§ + & = Asinw it + mAsinwyt

(1.18)

A(1 + m) sin wyt cos %—t- - A(1 - m) cos wyt sin >

We restrict ourselves to two signals of equel amplitude, so that m (the
modulation index) = 1. A plot of Eq. (1.18) in this case for w = 107, wy =
127 is shown in Fig. 1-2.

The human ear hears the pulsations of sound in the vicinity of the
extremal values (i) of cos §2¢/Z and therefore perceives a beat frequency §2,
which is also the diffcrence frequency.

1.4 Plane Waves, Nondissipative Case,

A number of features of linear acoustic waves will be used throughout
the book and will be summarized here.

In many problems, one uses the simplification of plane waves, in which
the wave fronts are plane surfaces traveling perpendicular to their surface. For
a harmonic wave traveling in the +x direction, the displacement velocity u =
0%/at of the plane wave was given by Eq. (1) of the INTRODUCTION:

= u sinwt—x
0 c

ug sin (W - kx)

1N
!

(1.19)

ft

with k = (.L)/C, Ug = E’O = wEO.
A common way of describing wave motion in the linear case is that of

the velocity potential. For irrotational motion (curl u = 0), there exists a
function ¢ (r, ¢) for which the velocity displacement vector can be written

u=4a¢ (1.20)
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Figure 1-2. - A computer trace of beats, The first trace is that of w; = 10nra/sec (T = 1/§
sec), the second that of wy = 12ma/sec (T = 1/2 sec). Beat frequency 2 = 2ara/sec.
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or, for plane waves, u = 9¢/dx. This quantity ¢ is known as the velocity
potential.

The pressure due to the presence of an acoustic wave can be introduced
by considering a small volume element (Fig. 1-3a). At rest, the volume d Vg is
given by dV, = dxdydz.

If a disturbance now passes in the +x direction, the force exerted on
this element from the left will be pd4, where p is the total pressure at the
plane x.

In the plane x + dx, the corresponding pressure will be

ap
p¥ ax dx

and the force exerted by this pressure on the material that was in the original
element will be

- (p+ %g-dx)dA .

The net force on dV is then

- pda - 2P -2
pdA - pdA 5 dxdA 3% dVy .

By Newton'’s equation of motion, we obtain

op

or
-3
poE= 3= . (1.21)

From Eq. (1.20), this can be written in terms of the velocity potential:

o _ ¥ _ 2%
3x - P03 T Podxar (1.22)

Integrating (1.22) with respect to x, we obtain

-p= po-%f- + f{t) + const .
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Since this relation must also hold in the absence of sound (when 3¢/dt = 0), it
is clear that the function f{t) must vanish and that the constant must equal
-pg, the negative of the equilibrium pressure. Hence

P Py =- pog—f = ppe = excess pressure due to sound wave.(1.23)

The density changes can also be introduced by defining the condensation as
the fractional increase in the density:

P - Py

pg (1.24)

s:

If we refer to Fig. 1-3b, and observe that the particle displacement at x is &,
while that at x + dx is £ + (0%/dx) dx, we can see that the original volume
element dV, is now distorted into the new volume

dyd: [x+dx+£+ g—f —(x+£)]

dxdydz (l + %i—) .

av

Since the mass of the element remains constant, we have

podVO = pdV

or
)

podVO = pdVO (] + 3&) .

Finally,
)
p = -—Qg . (1.2%)
L+ dx

The condensation s can then be written

i - ot
§ T ———— - l _ - —— (1.26)
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Figure 1-3,—(a) Element of volume; (b) linear displacements in volume element. -
o
co




L

SEC14 PRINCIPLES OF LINEAR ACOUSTICS 29

We also need the expression for the energy in the wave. Let us consider
a volume element AV. In the presence of the sound wave, the element will
have a displacement velocity £ and condensation s.*

The energy of the volume element will be EAV, where E is the energy
per unit volume at time and position x (the energy density). This in turn can
be broken up into kinetic (Ey ;) and potential (E,,) energy terms:

l *
EAV = By OV + Epo 8V = 5 pE? AV - f pedV.  (127)
av

The sound velocity is related to the pressure through the isentropic equation

/

2 =K3—5) (1.28)

For small changes in density, dp = c8p. so that P = poczs. Making use also
of the fact that dV/AV = - dp/py or dV = - AVds, we can convert the
potential energy term as follows
* I
- f p.dV = pg 2AV _[ sds = =poc’stav

AV 0
and Eq. (1.22) becomes
S |
E= 5pof% + zpgcs? . (1.29)

We now define the intensity of a sound beam as the average rate of energy
flux across a unit_area perpendicular to the direction of propagation of the
wave. If we write E as the mean energy density, then

I=cE. (1.30)

If we arc dealing with a plane harmonic wave, such as is described by
Eq. (1) of the INTRODUCTION, then

£ = 2'0 sin (w1 - kx)

*These are the mean quantities for the clement V. As a4V — 0 these become identical
with the ¢ and s introducvd previously, as can be demonstrated by application of the
theorem of the mean.

o ke
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£=- (%—)cos (wit - kx) = - §q cos (wt - kx)

¢ = %cos(wt—kx) = Eoccos(wt-kx) (1.31)
p = pokpew sin (wt - kx) = pgcug sin (w1 - kx)

s = & %s‘m(wt-kx) = kg sin (Wt - kx) .

The energy density is given by

E = —;-poé(z) sin2 (wt - kx) + 17 poc(z) E_g_ sin? (wr + kx)
- C
0
. (1.32)
= pOE% sin? (wr - kx)
so that its mean value £ is
_ 1 T 1 .
E = pyid —T-J sin?(wt - kx)dt = ok (1.33)
0
and
o
<0 (1.34)

1 9
] = — =
7 Pocokd = 35 o

where p, is the pressure amplitude in the wave, equal to pgcouq-
The set of Egs. (1.31) can be repeated for the complex notation:

£ = _igoei(wt- kx)
£ = _Eoei(wt- kx)

s = —ikEOei(“” - kX) (135)

o= E’Q_ei(wt - kx)

i(wt - kx)

Pe = - ipOCOgOe

|
k
|
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where we are interested in the real portions only. Since £ and / depend on the
squares of £ and £, the complex form cannot be used in the simple product
form. However, a check with Eqgs. (1.35) will show that the intensity is given
by the form

S R
I = 2p£ (1.36)

where the asterisk denotes the complex conjugate.
1.5 Spherical and Cylindrical Waves.

The one-dimensional wave equation

32

% gk
a2 ax?

cited in the INTRODUCTION (Eq. (3)] is a special case of the more general
relation

or, in terms of velocity potential,

3%¢

g9 C(z) V2o . (1.37.b)

ar?

Here & is the vector displacement at the point r and V2 is the differ-
ential operator div grad. Equation (1.37b) can easily be converted to Eq.
(1.37a) by taking its gradient

32V e

- A VAV
t

which becomes

- —— B —

|
|
|
i
|
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or

3 (3% _ 252

ar[m = VoE
whereupon simple integration produces Eq. (1.37a).

In the case of a spherical wave, the equivalent to Eq. (1.37b) can be
written as

2 2
1 0%(rp) _ 1 0°¢ (1.38)

— mm— D —— e——

¢ = —lf[t t-'-] , (1.39)

1 2 [ ap 1 3?2
18 | de|_ L3¢ 1.40
p op [pap] c? ar? (140

where p is the radial coordinate. For large values of p, this equation possesses
solutions of the form

f[ti—::-]
puf— (1.41)

¢:

This solution is valid whenever p is large compared with the acoustic wave-
length (kp >> 1).

1.6 Sound Absorption.

A great deal of attention has been devoted to the theory of sound
absorption in various media, and the reader is referred 10 the extensive treat-
ment given in Beyer and Letcher (1969), Chapters 4 and S. Here we shall be
mainly interested in the simplest case, that of absorption due to viscosity.
The original theory was developed by Stokes more than 100 years ago.“ '
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In the derivation here, we shall consider waves of infinitesimal ampli-
tude, so that products of first order quantities can be neglected.

We begin with the equation of continuity (or conservation of mass). If
we again consider a fixed volume element dxdydz (Fig. 1-3a), the influx of
mass per second from the left will be pudydz while the outflow will be

[pu + % (pu) dx] dydz
so that the net mass increase in the volume will be
pudydz - [pu + -aa; (pu) dx]dydz = - -aa? (puw)dv
which is also equal to the rate of mass increase

dp
'a?dV .

[The density p in the last equation is a mean value, just as the s in Eq. (1.29),
a value which the p of the previous equation approzches in the limit as dV =
0]

Hence

- a‘i (ou) = %‘:l' (1.42)

The second equation is the equation of motion (conservation of momentum),
Eq.(1.21)

pok = --5§. (1.21)

The third equation will be the first law of thermodynamics, or the conserva-
tion of energy. The first law can be written

AQ = dU -AW (1.43)

where AQ is the heat added (per mole) to the system of an infinitesimal
process, dU the corresponding increase in the internal energy of the system,
and AW the work done on the system during the process. In particular, we
use the equation under the adiabatic condition; that is, we assume that no
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heat enters or leaves the system during the process. In such a case, AQ = 0.
Furthermore, AW can be replaced by

AW = -pdV = M(p/p?)dp (1.44)

where M is the gram molecular weight of the gas, while dU == C,dT, where
Cy is the heat capacity per mole at constant volume.

In the general case, the fourth equation (the equation of state) is an
expression of the form

p=pip.T). (1.45)

In the case of an ideal gas, p = pRT/M, where R is the gas constant (per
mole). In many cases, however, the more general form of Eq. (1.45) is satis-
factory.

Now let us suppose that a plane harmonic wave travels through the
medium in the +x direction. We shall write the expressions for the change in
the pressure (p,), the condensation (s = (p.- Po)/Pgl, the change in tempera-
ture (8 = T - Ty) and the velocity (u = £) associated with this wave, all in
complex form

>
[}

Pe = Poee!(t k%) 6oei(w! - kx)

(1.46)

s = soei(“’ ~ kx) u uoei(wl - kx)

We now substitute these values in (1.42), (1.21), (1.44), (1.46), neglect-
ing all products of small quantities. This results in the four equations

(147)
ou _ |1 p, _ {0 (ap)
(b ot pO ox (d) pe "(597_/)0‘9 + 'ﬁ"pe

or, for the plane harinonic wave of Eq. (1.46),
thu - iws +0 + 0 =0

iwu + 0 —(;—(’:—);;e +0 =0

(1.48)

St o ———————
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0 -M(.’l.o)s +0 +Cy8 =0
Po
[op ap\ , _
o (e G0

In order that (1.48) have a non-trivial solution, it is necessary that the deter-
minant of the coefficients of (1.48) vanish. This yields the following expres-
sion for the sound velocity ¢ = w/k

b= (3) + (Gen) ()

¢t = =] +|—C . 1.49

0 (ap r p02 Vi \eT » ( )
For an ideal gas,

B

dp T I

@) _Po_ PR

(ar)p T M (1.50)
50 that

All of the treatment thus far has assumed the absence of dissipation in
the medium. The presence of viscosity adds new force terms to the righthand
side of the =quation of motion. In its most general form, the resultant equa-
tion of motion is known as the Stokes-Navier equatim\.[2l For the one-
dimensional case, this equation can be written

\ 92

where 7 is the shear viscosity coefficient. The quantity %' is known as the
second or bulk viscosity coefficient, and corresponds to the viscous drag that
would be experienced in a pure volume dilatation, in which no shearing
motions can occur.

The nature and value of n° forms one of the most interesting problems
in the historical development of ultrasonic wave propagation.[3 I Stokes as-
sumed that ' was identically zero, and to a large extent, this assumption
marks the difference between classical and modern theories of ultrasonic
absorption and dispersion. We shall leave n' in Eq. (1.51) so that it can be
used to cover both classical and modern theories.
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If we now make the linear approximation in Eq. (1.51), we obtain

4 +)
du__ 1% 3777 3%

ot Po ox Po axz (1.518)

or, for harmonic waves of frequency w,

. fk a ) k2>
= 4 ———— - [ - + o
i I(Po) Pe (3 1 n><Po !

which now replaces Eqs. (1.21), (1.47b), and the second line of Eq. (1.48)
becomes

o ffeed) )-8

This leads to the result

k2 [2 .(4 ,)w]'l
— = |cptilgntn)—] . (1.52)
w2 0 3 Po

The presence of the imaginary term on the right side of (1.52) makes k
complex. We therefore set k = k, - ia, so that all the Eqgs. (1.46) can be written

in the form

u = uyexp (- ax)expi(wr - kx) , (1.53)

in which a is the amplitude absorption coefficient, while k_ is the real wave
number, equal to w divided by the phase velocity c.
The substitution k, - iain Eq. (1.53) leads to the two equations

]
|
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k,2 -at= w?es s—3
ch + (3 n + n') w—;-
PO
(1.54)
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4 ,) w3

- + Oam—
= <3 nEn Pg
2,2

4 4 )
G o)
Pg

In virtually all cases, k3 >> o? [and hence (4n/3 + 1')2 w?/pd << c8] so
that, to an excellent approximation, we have -

= L
k, &
1 (4 N w? |
ka = —(—n+n . (1.55)
r 2 3 ) poct
a ==\ n+tn | —
2\ 900(3)

Thus the ordinary propagation of a plane harmonic wave of infinitesimal
amplitude is non-dispersive. Experiment has shown that most fluids obey the
quadratic dependence of a on w, but the value of a is much larger than is
predicted under the Stokes assumption that . = 0. The keeping of ', there-
fore, provides a mechanism for describing this additional absorption.

1.7 Relaxation Phenomena.

In the decisive equations of the previous section [(1.54), (1.55)], the
sound absorption coefficient is proportional to w*. In many gases and lig-
uids, however a is not proportional to w? over a significant range of fre-
quencies. The reason for this behavior lies in the lag of the internal processes
in the medium behind the externally applied changes in pressure that derive
from the sound wave.

If we look back at Eq. (1.47), we can see that (¢) and (d) (the equation
of energy conservation and the equation of state) could have been combined
into a single relation involving only the pressure and the condensation:

_aP.) (?.P.) Mpo | (1.56)
[(ap T Po ¥ oT, p CVpO

Pe

.
T B R S R S SRR Wikl b o aboe o L26

whnciih vesttt” eumalill; S - iy

o w2

LERLEN L 3 KT U Ty Sy St Wy



38 NONLINEAR ACOUSTICS SEC1.7

The determinant of Eq. (1.48) could then have been written in 3 X 3
form. For an ideal gas, (1.56) reduces to

P, = Ypgs = Pocds . (1.57)

Any process that removes energy from the sound beam and returns it at
an appreciably later time in the wave cycle causes a dissipation of the acoustic
energy, i.e., attenuation of the beam. This destroys the isentropic character of
the sound propagation (even though it may still be adiabatic) and properly
requires the use of irreversible thermodynamics for a rigorous description. We
shall not make such an exposition here, but only make a few explanatory
remarks and write down the resultant equations, the derivation of which can
be found in the literature.[4

The analysis of these processes, which transfer energy from the transla-
tional mode of motion (the sound wave) to other modes such as vibration or
rotation of atoms or groups of atoms within the molecule, or to the potential
energy of some structural rearrangement (including chemical reactions and
electrolytic processes) is aimed at obtaining a time-dependent equation con-
necting the instantaneous values of the pressure and density that is often called
the *“‘acoustic equation of state.” This type of equation is known as a relaxa-
tion equation and the process is usually referred to as a relaxation process.
The rate of this relaxation is defined in terms of quantity known as the
relaxation time. This is a measure of the time required to complete some
specified reaction, subject to the condition that an appropriate set of thermo-
dynamic variables is held constant. It should be noted that there exists no
unique relaxation time for a given process, although the differences among
those defined for liquids are usually negligibly small.

In the simplest case, that of an ideal gas, in which one can still neglect
the changes in entropy that do occur, the acoustic equation of state takes the
form

T 1

. I
PoTpsS + Pos = _pz_ p. t = Pe (1.58)
€0 €o

where c_, cq are the values of the sound speed measured at very high and very
‘low frequencies, respectively, and Tps is the relaxation time measured under
conditions of constant pressure and entropy. If we again introduce a har-
monic time dependence, Eq. (1.58) takes the form

‘ .
IWThe

(1 +iwrpg) pos = -—2-+ 2p P, (1.59)
o Co

i
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The quantity 7, is the relaxation time measured under conditions of con-
stant pressure and entropy. If we consider Eq. (1.59) at very low frequency,
it can be seen to reduce to Eq. (1.57), with the previously calculated expres-
sion for the absorption coefficient. A similar equation is also obtained at very
high frequency, except that the sound speed to be used in that case is ¢, .

For the general case, however, the expression for ¢ will be quite dif-
ferent. If we write our three equations

iku ~-iws =0

ik
; - — = 1.60
iwu ( p0> Pe = 0 ( )

) 1 i“”ps
Q1 +1prS)p0s 1= + > p, =
CO C.

|
o

and set the determinant of the coefficients equal to zero, we ultimately
obtain the expressions for the sound velocity ¢ and the absorption coefficient
per unit wavelength u = oA:

2.2

o2 ) l+w‘rps
— = .
C 0 2.2
0 1 +|—) wr

<c3) i

(1.61)

uza) =_2 22 4

€5 1+w1'ps

where the quantity ¢ = (cf - cg)/cg is known as the relaxation strength.

While more complicated expressions can be obtained for other specific
relaxation processes, the general structure of the final result remains the same
as Egs. (1.61), and we shall content ourselves with making use of these
equations.

1.8 Radiation Field of a Piston Source. Diffraction.

In Section 1.5 we discussed the case of plane waves at some length,
while Section 1.6 gave a brief account of spherical and cylindrical waves.
Actual sound sources usually differ considerably from these idealized cases,
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the commonest being a flat plate of finite dimensions that vibrates perpendic-
ular to its plane (the plane piston). The next step in the case of linear
acoustics is the analysis of the radiation field from such a sound source,
whose dimensions are many times the wavelength of the radiation.

Such sn analysis usually begins with the statement of Green’s theorem.
Given two continuous functions with continuous first derivatives, in a region
bounded by the closed surfaces, we have

2y - yo? = % 4
f,,(w V- yve)dV -L (w 3 ® 5 )dS (1.62)

where n is the inward drawn normal to the surface (Fig. 14).

Fig. 1-4.-Surface for Green's theorem. P, P’ are inside and
outside the closed surface, respectively.

Now suppose that both ¢ and ¢ are solutions of the wave equation
(1.37a), where the time dependence is assumed to be given by ¢/“’!. Then the
left-hand side of (1.62) vanishes, leaving

a0 30\ .. _
L(ﬁ&" -5;->ds =0. (1.63)

Since ¢ is an arbitrary solution of the wave equation, it can be chosen
so as to provide a relatively simple solution of the boundary value problem at
hand. Such a function is known as the Green’s function of the problem. Here
we shall use for ¢ the spherical wave solution of the wave equation: { =

AR nne T A e d i h i e, s il A0 Ly 0, ot 1 M 3l T ¢ bt st MO o b st
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ekt/p. We must of course surround the point P by a small sphere so as to
avoid the singularity at r = 0. Then Eq. (1.63) becomes

) eik-r) fgk-r 3
f¢5; ( ) @~ ) 2tas

(1.64)

where p is the radius of the small sphere centered at P. Now dp/an = 1, so
that the last two terms in Eq. (1.64) become

2,-ikp ik _ 1Y _ -ikp ﬂl
¢p 4mp‘e ( > pz) 4mpe n .,

and in the limit as p = 0, Eq. (1.58) becomes

_ | [e-ikr éﬁ 1 J‘ P (e-ik-t)
¢p = 4ﬂf = 3 dS+{ﬂ R = ds . (1.65)

Note that r is the distance from a surface point to the point P. If the point P
were outside the surface (e.g., p’ in Fig. 1-4), the right-hand side of Eq. (1.65)
would be equal to zero, since the last two terms in Eq. (1.64) would not have
appeared.

Equation (1.65) can be further simplified by imposing on the function
¢ an additional requirement such that one or the other of the integrals van-
ishes. This can be done, for example, by repeating the above derivation for a
point P’ external to the surface S. Under such circumstances we get

1 [e-%1 3¢’ 1 I 3 (e-lk.r)
= .| og 1y 0 (€ , 1.6
0 4n r on' ds + 47 ¢ on' r as (1.66)

It is, of course assumed that ¢’ vanishes sufficiently rapidly over the
remaining portions of the surface at r = oo so that the integral over this surface
also vanishes. If we add Eqs. (1.65) and (1.06) and make use of the fact that
d/on’ = -3/0n, we get

1 [ e-fkr 3¢ 3¢’ 1 _nd [tk
¢p = - Z}J.S——r— (37 - m)ds * HL(‘” * ) ("’r—>ds :
| (1.67)
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(Since the integration in (1.67) is carried out only over the surface S, we can
still measure 7 from the point P without encountering a singularity, so that r
is the same for both ¢ and ¢’.] We shall now take S to be a plane perpendicu-
lar to the x axis. We can then take either ¢ = ¢’ or d¢/on’ = 3¢/an on the
surface.

(@) ¢(-x,y.2) = ¢(x,.2). Then 9¢/dn = - 3¢/dn and we get

o = - H ekt 30 4 (1.68)

(b) 3d(-x,y,z)/dn = +3¢'(x,y,z)/on. Then ¢ = ¢’ on the surface and
we have

_ —1-_ _2 e-ik'r
op = o J‘Jlff’ on ( , ) as . {1.69)

Case (a) [Eq. (1.68)] is the diffraction integral used by Rayleigh. It can be
thought of as representing the radiation field due to a distribution of simple
spherical wave sources over the plane surface S. The density of source distri-
bution is then 2¢. In the same way, case (b) represents the radiation field due
to a distribution of acoustic dipoles of density 2 (9¢/dn. Either equation can
be used for the determination of the radiation field in the positive half space,
provided that a¢/3n or ¢ is known on the bounding plane. While the form of
the integral is simple, the detailed computation of the field remains a compli-
cated one. In addition, the requirement that 3¢/dn or ¢ be known over the
boundary makes it necessary to introduce certain rather arbitrary simplifica-
tions in the boundary conditions in order to make solutions -ractical.

As an example of solutions of this type, we consider the problem of a
vibrating circular piston. To take care of the boundary condition, we further
assume that the plate is mounted in an infinite rigid wall or baffle. (In
practice, of course, the term “‘infinite” here usually means distances of a few
centimeters.) We therefore require the boundary conditions (Fig. 1-5):.

A Y
=0 p>a.

This is the condition for the ideal plane piston of circular cross section. It is
obvious that such conditions are not fully obtained in practice. In the use of
an ordinary crystal or ceramic plate, for example, the edges are more or less
clamped, so that we may expect £ o to be smaller in these regions. The crystal
itself may vibrate more strongly on certain portions of its surface. Finally, no
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Figure 1-5.—Circular ring on the surface of plane piston in the xy plane.

baffle is either infinite or completely rigid. It is therefore a stroke of good
fortune that the results of the analysis that follows below have been quite

accurately confirmed.

As a first step in our analysis, we shall determine the value of the
intensity / along the axis of the piston.

Since 9¢/on = §0e“"' for r < a, dS = 2npdp, r* = p? + 22, Eq. (1.68)
becomes

= - ¢ c}'wt a e-ik’ d
op Eo ——r pap .
0

(1.70)
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By simple integration, this results in the expression

i B s :
¢p = - EO (e—zk 22+a2 _ e—xkz) (1.70)

k

By Eq. (1.23), the acoustic pressure p, is then
. 2. 2 .
Pe = - Pod = - éopoceu..:t (e—lk 2€+a° _ e-:kz) ) (1.71)
To find the intensity, we need the real part of Eq. (1.71)

Re p, = -Pocéo [cos (wt - k2% +4° )- cos (wt - kz)}

which can be transformed to

®e p, = '290C§0 sin (—l-(- {\/22 +q%- z}) sin [wt -.‘25 (\/zi +a§ +z>]

(1.72)

L3S

so that

(RepD
PoC
where <: - -> denotes the time average.
At large distances from the source, a%/z2 << 1 and V2% + a2

2/2z so that

I =

= 2p0c£3sin2§< 2% +a?- > . (1.73)

2 2

2 ma- '
= 2pqck sin - (1.74)

5 ka’

1 >~ 290020 sm 4

A graph of this function is given in Fig. 1-6, where z is plotted in units of

a®/x.

The location of the last maximum of this curve, at z = g2/, is usually

taken as the dividing line between the near field (Fresnel diffraction) and the
far field (Fraunhofer diffraction).

For the determination of the radiation field at points off the axis, other

analyses have been developed which yield approximate solutions in certain

specific cases. A particularly useful approximation (in audio acoustics) has
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1.0 |~

05 b~
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0.5 1.0

Figure 1-6. - Axial intensity of harmonic plane piston.

been that of the far field (p <<r) and low frequencies (kp << 1)(see Fig.
1-7). The variable r' in the figure is given by the relation

2 2

r? = r2 cos?e +q2 =y +p

sound
beam

- 2rpsin@ cosy .

rcos

plane of transducer

Figure 1-7.-Geometry for plane piston calculation.
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Under the approximations p <<r and kp << 1, we expand the expression for
r

r = [r2+p2- 2psinb cosy] /2 = r - psind cosy .

Then (1.69) becomes

goei“‘ e—ikr
T T om T exp (ikp sinf cosy) pdpdy

or

¢=

~ E.Oe“*" e—ikr ~a ~2n
2n r

pdpJ exp (ikp sinf cosy) dy .
0 0

The integral over Y is the integral representation of the Bessel function of
order zero and is equal to 2m/y(kp sin@). Then

- Eoel(w!- kr) .a
¢ = J Jo (ko sinf) pk sin6 pk sind d(pk sind) ;

rk? sin? 6 0

but [ xJ, (dx) = xJ; (x), so that

22wt - ker) 2, (kasinf)

¢=-% 2r ka sinf (1.79)
or
) .y lwt - k1) 2, (ka sind)
Pe = twpoazz(z) 2r xa sinf (1.76)

A polar plot of 2J; (ka sin8)/ka sinf = f{8) is shown in Fig. 1.8 for A >~ a and
for A\ = 2a.

Of particular interest are the side lobes. As the ratio A/a is decreased,
more and more of these lobes will appear. Thus, if an acoustic detector is
moved across the radiation field at some distance from the source, maxima
and minima of the intensity will be noted—the characteristic of a diffraction
pattern.
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1 0 - i A X 2 g,
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8 A=a b: A = 2a.

Figure 1-8.—Directivity of harmonic plane piston of radius a:
(a) wavelength A = a;(b) A = 24,

1.9 Refraction, Reflection and Scattering of Acoustic Waves.

A At e A e

As a sound beam passes from one medium to another, the beam will be
both reflected and refracted. For oblique incidence, the law of reflection is
the same as in optics, namely, the angle of incidence is equal to the angle of
reflection.*

The law of refraction is also the same. For transmission as shown in Fig.
1-9, cosf/cosf, = c;/c, where ¢, c, are the velocities of sound in the two
media.

Ul 2 st

i

*Provided that we are dealing only with the case of longitudinal waves. When one
deals with a solid medium, where transverse waves may exist, mode conversion is possible
and the problem becomes complicated. See Beyer & Letcher, op. cit., pp. 30ff,
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medium 1

/ 02

medium 2

Figure 1-9. -Transmission of sound beam through interface.

The calculation of the amount of energy transmitted and reflected can
be performed simply for the case of normal incidence. We shall consider two
non-dissipative media (Fig. 1-10). The incident, reflected and transmitted
displacements are indicated.

As we pass from one medium to another, there are two continuity
conditions. First, the particle displacement must be the same in the two
media at the boundary. Otherwise there would either be holes or the occupa-
tion of the same point by two different bits of matter. The pressure must also
be continuous across the boundary; otherwise accelerations of the interface
would occur.

The first of these conditions yields the equation.

Ay + A4, = B . (1.77)
We now recall that the pressure in a plane wave is given by
pe = pck = iwpct
Hence the second condition will be

iwpy€y(Ay - 4) = iwpyc,B

;
E|
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£, = A1el(wt— kqx)
in
—
s‘r - B.l(wt - kzx) !
%
bl k4 x) g
Hwt+ky
Erenn = A2® i
i
3
1
1
H
medium 1 medium 2 g
i
x=0 ;
Figure 1-10.-Transinission and reflection of a plane wave, {
:
or e ; ?
2¢2 Cod
Al - Az = . (1 .78) ©
Pi€y o
d
Solving for B and 4, in terms of 4, we get g
g 2 1 3
3
L L UL 4 i
27 pey * opyey 4
(1.79) ]
i
- 2p1 Cy ;
prey +pyey Tl :

The power transmitted and reflected can also be determined. The initial )
intensity /; is given by 3
1

- 2
Iy = 5 pjoywidj

L T E TR
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so that the power transmission ratio 7, defined as

4
“trans

T = 7, ]

will be

2
2r _ P2
(——1 +r> r= o1e, (1.80)

while the power reflection ratio R will be

R=1 - 7=260, (")2- (1.81)
Iy~ \l+r ‘

LR R e
[l

S e A iy Vel SR 0~ UMM B LU

. o 4 it e Wt o e i L L i

These have been calculated without account of losses in the media. (For

!
an account of the more involved dissipation, see Lindsay, Mechanical Radia- 1
tion, McGraw-Hill, N. Y. 1960, pp. 77ff.) i

We have already seen how a sound source, such as a plane piston, can
give rise to a diffractive radiation pattern. Similar results can be expected -

when a sound wave encounters an obstacle. Obviously there are many
possible combinations (plane wave—rigid sphere, plane wave—soft cylinder,
spherical wave—soft cylinder, and so on). We shall consider only the first case
b of scattering of plane waves by a rigid cylinder, following the presentation .
given by Lindsay and referring the reader to his work for a more detailed b
discussion of the problem. t

We therefore consider a plane wave in a fluid incident on a rigid right ;
i circular cylinder of radius a where axis is normal to the direction of propaga- %
tion (Fig. 1-11). :

When a plane wave encounters such an obstacle, we expect that some ) i
A signal will be deflected in all directions, and that the resultant pattern will
4 have cylindrical symmetry. The full wave equation (reglecting absorption and

] adhering to the assumption of linearity) in the cylindrical coordinatesr, 8, z
will be
2 2 2 2
¢, 10¢ 109%¢ 0% 12390 (1.82)
a2 ror ;2502 322 oo ‘
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P(r,6)

Figure 1-11. -Geometry for scattering from a circular cylinder.

In the usual way of solving this equation[5] we represent the solution in the
form of a product

¢(r,0,z) = R(rHOZ(z) . (1.83)

By the introduction of suitable integers m’, £, and use of the harmonic
wave dependence

¢ae{w”6= - w2¢'

Eq. (1.83) can be broken up into the three ordinary differential equations

— + m2@ = 0
de?
2
%Z-,Z-wzz =0 (1.84)
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The the first two equations have solutions of well known harmonic
form, while the third is Bessel’s equation, the general solution of which is of

the form

R = AJ, (qr) + BN, (qr) . (1.85)

Here J,, is the nth order Bessel function of the first kind:

_(x)" e o
) = {5 ;ZS Tmt ) <—2-) (1.86)

and N, is the nth order Bessel function of the second kind (also called the
Neumann function).

This latter has a rather involved series forrn and has the disadvantage
that it becomes infinite at x = 0. It can be avoided by defining Bessel func-
tions of a third kind, usually known as Hankel functions:

H = J,(x) + iV, ()
(1.87)
H = ] (x) - iN,(x).

The basic procedure to be followed in solving the scattering problem is
to expand the plane wave in a series of Bessel functions of the first kind and
to express the scattered wave in terms of Hankel functions. Application of
boundary conditions then will serve to produce the desired solution.

(i)  Expansion of the plane wave.

We first represent the plane wave spatial dependence in the form (see
Fig. 1-11)

e—ikx = e-ikr cose _ Z Cn (r) cos nd
n=0

Here the coefficients C,(r) will be given by the integral

m
C,(r) = %j. e 1kr cos8 o5 node
0
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2(-]Y' J"(kr) n 21

Jo(kr) n=20.
Hence the velocity potential for the plane wave will be
o = Apei(”’ - kx) = A, [Jo(kr) + 2 Z -y, (kr)cosne]

n=1

(1.88)
(ii) Scattered wave,
To treat the scattered wave, we first note that the form of the scattered

wave should be proportional to ¢ at large distances from the cylinder.
Now the asymptotic form of the Hankel functions for large argument x will

be given by
. 2n +1
o [
HVe) = =
(1.89)
HOy ~ /2 "'["‘zn;l”]
W (x) = x/;;;e

from which we can see that the function of the second kind, H,, () (x), is the
one to be used. (if we had used the time dependence efw!f then Hf,l )(x)
would have been the appropriate form.) We therefore try the scattering form

¢ = e“"'z B,H, ¥ cos nb . (1.90)
n=0

We must now apply the boundary condition that the particular velocity nor-

mal to the cylinder be zero at the surface of the cylinder, since the cylinder is
assumed to be rigid. That is,

W = 2e,re0| =0 (1.91)

r=a r=a

[ )

‘*I
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If Eqs. (1.88), (1.90) are substituted in Eq. (1.19) and the lengthy

mathematical manipulations are carried out, the following is obtained for the
pressure in the scattered wave:

P = -pgbs = -PoA e [ i sin yge 170 Hy ¥ (kr)

' o (1.92)
+2 Z (- D™ * Lsin Y,e 'n Hn(Z)(kr) cos ne]
n=1
orifkr >> 1
3 . i ('YQ -n)
ps = -PoA, g gt -kt i gn Yo€ 4
i -{ [y, - .2L+_1. n
+2 Z (- )" !siny,e n 4 cos né
n=1
o 2 i(wt - kr) 1.93
Hence the scattered intensity will be
2
_ PoAp 2 (1.94)
= —L [y, .

The scattered intensity function| \l/p ((9)]2 for two different cylinders is
given in Fig. 1-12.

From these relations it is clear that there is no shadow zone but that in
fact, the forward scattering reaches a maximum at @ = 0. Also, as the fre-
quency increases. the number of maxima and minima also increases.

1.10 Surface Waves,

In addition to waves passing through the volume of a medium, there are
waves that are constrained to move mainly on the surface. We shall discuss
the most important of these briefly.
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e A = 2na
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Figure 1-12.—Scattering of sound from solid cylinder of radius g for the wavelength
A = 2na, 2na/$. Ditection of incident beam is indicated by arrows.
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]

Waves on a liquid surface. \

From classical hydrodynamics, the equation for the velocity potential
of a disturbance on the surface of liquid subject to gravity is

oy~

' ) 2 2 2 :
. ¢ L) 9 [d°¢  03%¢
] pg = +p -g—|—= + —=X=}=0 (1.95)
v 2 d 2 2
' 9z ot Z \ox ay

where the z direction is perpendicular to the free surface of the liquid. Here g
is the acceleration due to gravity and o is the surface tension of the liquid.

-

We consider a plane wave traveling along the surface in the x direction,
exponentially damped in the z direction

BRI T Y

¢ = Ae K% cos (kx - wi) (z<0) . (1.96)
If the medium is of some finite depth A, there will be a second solution

¢ = Be %7 cos (kx - wi) (197)

L O R

and, by application of the boundary condition that the pressure be continuous, :
we obtain the following expression for the relation for the velocity of the }
surface wave -

oo~

> ? = [7% +1‘3°-] tanh kh . (1.98)

The resultant expression for ¢ becomes
® = A cos (kx - wt) coshk(z +h) . (1.99)

Two special cases are included here. If the wavelength is long (or the surface
& tension low) the first term predominates and we have gravity waves. On the
other hand, at high frequency (or high surface tension) the second term is
dominant, and we have capillary waves.

One can also distinguish the results for shallow water, where tanh kh
= kh, and deep water, where tanh kh = |

o

shallow water

ey

c? = gh +%k2 (1.100) (
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deep water

¢t =

x|ow

ko
+—_ . 1.101
> ( )

In the case of deep water, where we need consider only Eq. (1.96), it
can be seen that the displacement from equilibrium in the x and z direction
8x, 6z are both sinusoidal in time:

ox = - %ke"’ cos (kx - wt)
(1.102)
8z = - %—k-e'" sin (kx - wr)

so that individual fluid particle undergoes a circular motion. On the other
hand, the crests of the waves described by Eq. (1.102) will be narrow and the
troughs wide, so that the wave is spatially nonlinear.

If we consider the shallow water case (Eq. 1.99) the pressure of the cosh
k(h + 2) term makes the displacements of different size in the x and 2
directions, so that the particle motion becomes elliptical.

Waves on a solid surface.

In the case of surface waves on a solid surface, one also distinguishes
two types. In the Rayleigh waves, the moticn of the particle in the solid is
similar to that of gravity waves, i.e., the particle undergoes displacements in
directions perpendicular and horizontal to the surface, but is damped expo-
nentially as one penetrates the medium. A visualization of a Rayleigh wave is
shown in Fig. 1-13.
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Figure !-13. ~Deformation of surface layers by a Rayleigh wave (after L. Kremer
and M. Heckl, Kotperschall, Springer Verlag, Berlin/Heidelberg, 1967, p. 150).
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The velocity of propagation of a Rayleigh wave is an involved function
of the elastic properties of the medium, but is usually slightly smaller than
the propagation velocity of a shear wave in the unbounded medium. Figure
1-14 gives a plot of the ratio cg /c, as a function of Poisson’s ratio.

09584 =1 ~~=t-—=t~-~t=-=-F--—"t-~-A""1-~-=
094 —
092}—
0.50
08745 1
auﬂ Q.10 Q20 0.30 040 v

Figure 1-14.—Ratio q of the Rayleigh wave velocity ¢ to the shear wave velocity c,382
function of the Poisson ratio v [after §. Malecki, Physical Foundations of Technical
Acoustics (English translation, Pergamon Press, N.Y., 1969, p. 88)].

If a thansverse surface wave is propagated in layered material, so that all
the displacements are parallel to the surface, the wave is kncwn as a Love

wave,
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Chapter 2

SOME SOURCES OF NONLINEAR OSCILLATIONS 1

In undertaking a study of nonlinear systems, one is confronted with the
wide variety and diverse character of the phenomena. To paraphrase
Toistoy,* the vibrations of linear systems are all alike, but each nonlinear {
system is nonlinear in its own way. That is, the form of the partial differential -
cquation governing the process, or the mutual variation of the parameters
involved may be quite different from one another.

The nonlinearity may occur in the source, in the medium, or even in
the detection system. In this chapter, we shall discuss relatively simple non-
line oscillations and several examples of nonlinear sources. {

2.1 The Simple Pendulum.

The simple pendulum is a typical example of a nonlinear system which
gencrally reccives an approximate linear treatment. The arrangement is shown
in Fig. 2-1. If a bob of mass m, suspended from the point P, is displaced
through the angle 0 and released, a restoring force -mg sin 8 is set up. This
force exerts a torque - mgR sin 6 about the axis through the support point, so
that the equation of motion will be, in the absence of dissipation,

10 = -mglsin.
For a massless rod and a bob of concentrated mass, the moment of |

inertia / about the point of suspension can be set equal to m%2 . Then our
equation becomes

§ = 'Q_g sin 8 . Q.1

The usual approximation is that of small angular displacements so that we can
set sin & = 0. Then Eq. (2.1) becomes identical with Eq. (1.1), and simple

. e g e ey

*Leo Tolstoy, Anna Karenina, p. 1. A somewhat similar note has been sounded by

Werner Heisenberg: ‘It has been argued that eveiy nonlincar problem is really individual,

that it requires individual methods, usually very complicated and difficult methods.” \
(Physics Today, Vol. 20, p. 27, May, 1967.)

i 60
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Figure 2-1. -Simple pendulum.

harmonic motion results, with the circular frequency w given by w =+/g/¢. If
the pendulum is released from rest at an angular displacement 8, then

0 = 0y coswt . 22

If the angle 6 exceeds 10° however, the approximation is no longer
satisfactory. While an effective solution can be obtained in terms of elliptic
integrals, [1] it is instructive for our purposes to include the next approxi-
mation in the series expansion of sin § = 8 - #3/3! + ... and consider the
equation

= £ £ 93
6=>Fo+ Lo (2.3)

which we shall write

8 = -af - b3 . (2.3)
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To solve this equation, we employ an iteration technique. We first
substitute Eq. (2.2) in the second (hopefully small) term on the right side of
Eq.(2.3"). That is, we write

6 = -af - b03 cos? wt
of since cos® wt = (3/4) cos wt + (1/4) cos 3wt,

3
3663

3 83 cos 3wr . (2.9)

6 = -a0 - COs Wi -

&l o

Thus our procedure has led to the linearization of the original equation. We
now attempt a new approximate solution

6 = A, coswrt + 4y cos 3wt . (2.5)

Substitution of (2.5) in (2.4) yields

) 3683
w4, +aAl + 2 cos wt +

<—9w2A3 +adq+ % 0%) cos 3wt =0 .

Since cos wt and cos 3wt are linearly independent, we can equate the
separate coefficients to zero. Then

3663 3
>4+ 3pod
ry PR L

we =a+
(2.6)
b9y b83

A3= . =
4 9wl-a 32 +2766}

Replacing the substitutions of (2.3'), namely,a = g/8 = w(z), =-g/6l=
-w(z)/b, we see that

92
w? = w? 1%’) . 2.7

i M BLAC i e Dol e Dol 1 ot s m S o
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This result was obtained by Daniel Bernoulli in 1747.

Of course, our method is still highly approximate. For example, Eq.
(2.5) will now be written

b83

cos 3wt (2.8)
322+ 27003

8 = Gocoswt +

which would give an incorrect value of the displacement at ¢t = 0 unless the
quantity 8 were redefined. One can, of course, make such a redefinition and

continue the iteration process.

2.2 Nonlinear Springs.

In Section 1.1, we discussed the free and forced oscillations of a linear
spring. We shall now treat the corresponding nonlinear cases.

Let us rewrite Eq. (1.1) in a more general form

E+ RE) + flE) = FQ) . (29)

Here f(£) is the internal restoring force per unit mass, F(f) the corresponding
external forcing term and R(§) the dissipation term.

Some possible forms of f{¢) are sketched in Fig. 2.2. If A§) = k&, we
have the simple linear case. If flE) = k& + bE3, b > 0 the restoring force will
always be greater in magnitude than in the linear case that corresponds to the
pendulum case just considered. Hence for free oscillations [F(f) = 0], the
frequency of vibration will be increased above the value in the linear case.
This situation is somewhat equivalent to a stiffer or “harder” spring. On the
other hand, if b <0, as in the case of the simple pendulum, the frequency of
oscillation decreases and we have a spring with a lower effective stiffness, i.e.,
a “‘softer” spring.

Equation (2.9) covers a great number of different nonlinear cases, de-
pending on the form of terms R(§) and f{§). Since this subject has been
treated very extensively in the literature (e.g., Stoker, 1950 [2]) we shall
only review those cases here that are of particular interest to us in nonlinear

acoustics.
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Figure 2-1.-Force-displacement curves for various springs.
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2.3 Undamped Forced Oscillations with Nonlinear Restoring Force.

In this case R(é) = 0. We shall first consider F(¢) = F cos wt, fi¥) =
k& + €3, Then

' m§ = -k - et - Fycoswt . (2.10)

rhilladh (8 o

When Fj, = 0, this corresponds to a simple pendulum with small-amplitude
frequency w% = k/m. Our first order solution will be

£y = Acoswt . (2.11)

If this value of £, is substituted on the right side of (2.10), we next obtain

méz = -kA cos wt + Fy cos wt - eA3 cos3 wt

or, using the trigonometric identity for cos3 wt, we have for the second

e s el

approximation |
!
v o _{_ 3 € 3 Kk Fy _eA3 :

£y -( 4m‘4 ;n—A+F1-> cos Wt -m-cos3wt . (2.12)

i

Integration of (2.12) yields %

?

3

5 €08 3wt . (2.13)

F
k 3 eA3-—0 cos wt +
m 36mw

1
£2=_(_A+_._
we \m 4m

e e b s s AR AT P . -

- s &N e e

Equation (2.13) is subject to a number of limitations: ¢/m must be
small if we are to have a converging process; for other reasons, k/m, A, and
Fg/m also need to be small.

It would seem at this point that all we need do is proceed with further
iterations. However, there are difficulties lurking, as has been pointed out by
Duffing. {4] We can regard Eq. (2.13) as giving us the value of 4 for a fixed
value of w, or, of giving us w for prescribed values of A. Thus, let us suppose
that our solution for £, must remain close to the original solution &, = 4
cos wt. We therefore require

. il st T

- " e

H

$C @i ol n’ A b

3

_ €A
£y = Ajcoswr + Iem <O 3wt
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to be the same as

£, = Acoswt

so far as the term in the frequency w is concerned. Then

Aw? =% +%— '% A3 - — (2.14)
or
F,
R - L (2.14)

Let us pause a moment and consider the meaning of this relation by
rewriting Eq. (2.14) in parametric form:

_3e 3
N=FTm4

F
0
b2 =(w(2)-w2),4-?; wg =

>

Figure 2.3 gives the curve for y; in the case € > 0. It w is very large, y, will
have a negative slope. The solution is then given by the point P, .

We now consider decreasing values of w. The line for y, swings around
and ultimately takes a positive slope, the y intercept point being fixed at
-Fy/m. The magnitude of A increases as the solution point moves down the
curve y; to P,. But now consider the pomts P, P3 Here the solution has
two values. A plot of the possible values of A as a function of w is shown in
Fig. 2-4. It is evident from the figure that A? will pass through a maximum
and then decrease as w is reduced. When the frequency goes beyond w,,
however, the amplitude falls suddenly, by a jump, to a much lower value. The
amplitude then continues to decrease with decreasing w.

If we now reverse the situation and increase w, 42 will increase grad-
ually until w = w4, at which point the amplitude jumps to a much larger
value.

Before continuing with our study, let us take a step back and redo the
above problem in a slightly different form. Following Stoker, we rewrite Eq.
(2.10) as

E+ wl = (w2-wd)E - B3 +F cos wr (2.15)

R WL TCNENEIrY
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w, w
¢y ¢ w

Figure 2-4. —Behavior of nonlinear spring.
where = ¢e/m and Fy = F/m.
We again make the first approximation
£ = A4 coswt

and substitute on the right in Eq. (2.10)

(2.16)
+ F]cos wt -%M:" cos 3wr .
It should be clear here that the coefficient of cos wt on the right side of

(2.16) must vanish, since cos wr is a solution of the homogeneous equation
£E) wZEZ = 0. We therefore obtain

W = wh + a2 -g, 2.17)

which is identical with Eq. (2.14"). Hence

22 + wzfz = - %ﬁA3 cos 3wt .
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It is evident that
52 = Ajcoswt + Ccos3wt

must be a solution of (2.16); for, adding the expressions for Ez and wziz,
we obtain

= -szl cos wt - 9w? C cos wt

JYY
[
f

w2A1 cos wt + w? C cos wt

€
(¥}
Gl
[
n

—%ﬁA3cosw= - 8w? Ccos wt
or

= Lg3 o A
¢ 326'4 32m

and

3
cos 3wt . (2.18)

£2 = A)coswt +
2mw

Equations (2.17) and (2.18) constitute the second approximation. It
should be noted that the second term on the right in (2.18) differs slightly
from that in the first attempt (2.13), because of the different levels of ap- |
proximations involved.

The reason for introducing the second mode of solution above is that it
affords a consistent method for obtaining higher order approximations. If
(2.18) is substituted on the right side of Eq. (2.15), the new alignment on the
right leads to terms in w, 3w, Sw and higher orders. If we write these as

§3 + sz3 = Pcoswt + Qcos 3wt + Rcos Swt (2.19)

P = PA,w),etc.

Here P = 0O, for the same argument given after (2.16), which would
improve the approximations in w and A4, etc.
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2.4 Effect of Damping. Duffing's Equation.

Thus far, we have neglected the effect of damping, so that it is un-
realistic to close off the top of our curve in Fig. 2-4. If we have damping we
must also expect a phase difference between the impressed force and the
displacement. To take this into account, it is convenient to write the force in
the form F| cos wt + F, sin wt, so that |F| = \,/F'l2 + F22 and our differential
equation becomes

£+ 7k + Wik + BB} = Fycoswr + Fysinwt | (2.20)

which is the complete form of Duffing’s equation. As before, we assume such
quantitics as 7, Fy, 5 to be small. We begin with the linear approximation

£} = Acoswt

and substitute throughout (2.20), expand cos3 wr and then neglect the terms
in 3wt for the time being, we obtain

3
(W - W4+ pad = F

(2.21)

- Awr F2

By squaring and adding together the two equations in (2.21), we get

(«.,g - wz)A;73nA3>2 v A2 = B2 (2.22)
If we introduce the response function

Sw.A) = (W3- WA+ Sp4’
Then Eq. (2.22) becomes

SHw,A) + A2w¥? = F? (2.23)

This is the more general form of the frequency relation (2.17), since setting
r = 0 in (2.23) will recover that equation. We shall not continue the further
anlaysis of this situation, but instead reproduce the curves for damped and
undamped harmonic responses as given by Stoker {2] and reproduced in Figs.
2-5ab,cd.

e
»




SEC24 SOME SOURCES OF NONLINEAR OSCILLATIONS 71

At

W Feo

(a) (b)

(Al
iAl ¢

A0

P o>\>>\

: - - Fa o]

! v v

B<o
(c} {d)
'
3r 6 @)
v o /ncreasing
a ) € excitation
Sy Increacing 9 amplitude
& < 2?, excitaton /’ E 4t
3 1 amplitude ’ 8 3
’

35 { (a) 332 i
<™~ < 8 L

0 e el L b 0 A 4 — .

0 20 30 40 50 600 640 680 720 760
Frequency change (c/s) Frequercy change (¢/s)

{e) (f)
Figure 2-5.-Nonlinear spring response

a) hard spring, no damping

b) hard spring, with damping

¢) soft spring, no damping

d) soft spring, with damping.
In the case of a linear spring, the bold-face curve would be a vertical line in
each case (after Stoker, (2] pages 88, 92).

e) AT-cut quartz crystal with resonance frequency 4.895 MHz at large
excitation amplitudes.

) BT-cut quartz crystal with resonance frequency 4.990 MHz at large
excitation amplitudes (e, f from Stephens and Bate {3]).
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Another manifestation of this nonlinear behavior is that reported by
Seed [3] for resonating quartz crystals. Seed obtained amplitude-frequency
response curves for AT and BT cut quartz crystals. These are shown in Figs.
2.5 e f. The reserublance of these to Figs. 2-5 c,d can easily be seen.

2.5 Subharmonics.

Before completing our discussion of Duffing’s equation, some comment
should be made about subharmonic responses. Again we shall follow Stoker,
treating only the case of the subharmonic w/3.

In the undamped linear system
é + w(z,z = Fcos wt

where wq = w/n, we can get the solution
w :
£E=4A cos —~ t (n an integer),

in addition to the solution at the frequency w. However, the presence of
damping will remove this essentially transient solution. Let us now look once
again at Eq. (2.20). As a special case, we shall look for oscillations of the
frequency w/3. We therefore form the Fourier series of the displacement. (It
can be shown that the term in sin (wt/3) vanishes and will be omitted.) Then

wr

£ =C)cos 3

+ Aycoswt + By sinwr . (2.29)

Substitution of (2.24) in (2.20) with use of various trigonometric iden-
tities leads to the results

2
<wg - %—) C+ %a(d +C24 +24CY +2CB?) = 0

—Wr 3 _
- +4BC—O

(Wi~ w?) A+ BC’ +6C2AB + 347 + 3ABY) + rwB = F,

(w§- ) B ——3,3(2C2+82+A2) - rwd = F,

v « \

o~

e AP IR

e
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These rather messy algebraic relations can be rearranged to yield

F2.
w2=9w(2)+‘2'4l(3C2"'F£+'—"l“ (2.26)
8wi 32w

where F2 = F% +F% as before. This relation, which determines the value of
the subharmcenic amplitude |Cl, is valid only if

< 1R (2.27)
323
0

i.e., the damping must be small if the subharmonics are to exist.

Figure 2-6, which is also from Stoker (p. 107), shows a plot of the
relation between the amplitude C of the subharmonic and the driving fre-
quency w for the case of a hard nonlinear spring, without damping. [The
curve in the figure is for the case F'= F in Eq. (2.26).]

Figure 2-6.—Amplitude C of subharmonic as a function of the driving frequency w
for the case of a hard, nonlinear spring with damping (after Stoker, [2], p. 107).
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Since this is the case for which § < 0, the relation between the driv_..;
frequency w and the natural frequency of the system must always be such
that w < 3w for the subharmonic vibration w/3 to occur.

2.6 Nonlinear Strings.

Our linear treatment of the vibrating string of Section 1.2 involved
many simplifying assumptions, including uniform tension and small amgli-
tudes of oscillation. Le . now consider the case in which these limitations
are removed. We shall 4.  -llow for the possibility of motion in three dimen-
sions, and indicate how damping can be introduced in the motion.

A string at rest has a length £ measured along the x axis. If the displace-
ments from the rest positicn at x are given by £, 7, {, then the segment x will

have in general the length ds:
1/2
at)\?
(ax> } o

2
- at\? on
a [(' ' ax> * (ax> *
or, in reduced notation,
ds? = [u + £ )%+l +£§} dx? . (2.28)

The tension in the string at rest is 7. To find the tension at any time fors the
point that was at x when at rest, we use Hooke's law, writing

ds - dx‘\

ax (2.29)

where Y = Young's modulus and A4 is the cross sectional area of the string.
From (2.28),(2.29) we then have

T=T,+ mﬂu + )2 +n§+;§] e } (2.30)

We can now write down the formal expression for the equation of motion.
The = comporent of the tension will be

1+ E) L (231)
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so that the net force on the element shown in Fig. 2-7 in the x direction will

be 1
) dx i.
— + —_ {
4 ox [TU &) ds] g
P
1 y E 2
o
i
/ =
ds % :
/ ™ .
!
n 1
!
o PN ISV - | S, »
," ,/' e ;
’ L’:’---. ] ¥ // ¢+ :xdx 1
‘ £ e J ! !
£+t d, n=ots 2
{ = zeta !
£ =xi 1
z N
Figure 2-7.-Displacement of 2 string segment in three dimensions. ‘
so that
3 dx
5;[7‘(1 +Eyx) E;] = ok, (232
where 0 is the mass of the string per unit length.

Since we are interested here in improving on the linear treatment, it is
appropriate to use approximate forms of Eq. (2.28) and (2.30):

] 1
ds =~ (1 +&, +--2-nx +-2-§x2)dx

i
(2.33) |

:

{

1 5 1 1

T=T0+ YA<Ex+5 ni*kig'g) 1;
1

!
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and Eq. (2.32) becomes

X [r0+ YA(zx+ s+ cf)] (1+§)

o4}

Carrying out the indicated operations, but keeping only the lowest combina-
tion for each of the displacements, we get the result

1 0
0k, - YAE,, = 3 (Ty - Y4) a(ﬂ% +§3> - (2.34)

If we introduce the notation

Eq. (2.34) takes the compact form

1 9
bre - cfhex = 3(‘(2) B ‘%) 5;(’7.3 + ﬁ) : (2.35)

The corresponding equations for the y and z directions, which are identical in
form with one another, can be obtained in this same manner, with only the
replacement of Eq. (2.31) by the form for the y component of T:

dy _ dx
TFS- = Tn, T , etc.

After simple transformations, one gets

) ] 1
Nt - C(Z)nxx = (‘% - ‘(2)) F [’7 (Ex * 2 7?,3 ¥ 2 25‘
(2.36)

o] —
A
-

d N
$or - C(z)gxx = (‘% - "(2)) ox [§x<gx 75 nx t

All of these relations have ncglected the damping. Since we are mainly inter-
ested in the transverse vibration, we shall enter this in Eq. (2.36) by the
addition of a damping term Rn on the left hand side.
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In order to solve the set (2.35), (2.36) it is convenient to make further
approximations. For wires, c% >> cfj, and the longitudinal vibrations are well
below the resonance frequency for such vibrations. We can therefore neglect
£,, in (2.35) and rewrite the equation as

: _ 1 3 .9,
‘ , Exx - --2- .a_x.(nx.";-x)
’ which can be solved in the form
[
; b = -3 +ED+0.2)
. _
£ =-5 J (ng +§_3)dx + xf(y,2) +const.
0
By using the boundary conditions £(0,f) = £(2,1) =0, we can establish
the constant and f{y.z), so that finally,
I X x e
E=-3 j (nk+t)dx + % J (2 +£2) dx
0 0
(2.37)
; I L (" 2,2
b £x=-3(n§+§§)+ EJ (ny +8x)dx
: 0
! We can therefore write Eqs. (2.36) (with account of damping) as
2 2
Cln
e + R0y - c(z)"?xx = '}';;_x [ (77,3 +{2) dx
0
(2.38)
2 2
2, 1 2,2
oo ¥ R$ - cg8xx = b} $xx (n° +§{°)dx
0
3
; The solution of Eq. (2.38) is still a very complicated problem. Partial
solutions can be found in the literature. [5,6]
We shall limit ourselves to the simplest example. Neglecting damping,
we assume a first order solution of the vibrating string as
= 1 i H . = =
E n = mg sin wi sin <= £=0¢=0.
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Equation (2.37) can then be solved for §:

Pl
]

£=- n%" sin? wt sin X
8% g

(2.39)

: The first of Eqs. (2.38) in this case can now be written as

2
1 AN X
Nee = C%T)xx = - T 173 (7) sm3 wt s —2- (2.40)

and will yield a second order particular solution involving the third harmonic
in time.

Finally, the second equation of (2.38) remains { = 0 as before. To this
level of approximation then, coupling exists between the longitudinal mode
and the already excited transverse mode, and the transverse mode develops
higher harmonics in its temporal variable.

As we have already emphasized, it is not the purpose of this book to
explore the entire field of vibrating systems, but only those which touch
upon the area of acoustics. It suffices to remark, therefore, that one of the
simplest of vibrating systems—the string—can easily become nonlinear in its
motions and thus produce harmonics of the original signai.

2.7 Nonlinearity in Membranes.

The nonlinear string is complex enough; the move to the two-
dimensional problem of the nonlinear membrane is that much worse. We shall
give only a very brief description, following the analysis of Chobotov and
Binder. [7] The forces on a segment of an ::ndamped circular membrane are
depicted in Fig. 2-8. The quantities N, and N, refer to the radial and tan-
gential stresses. The rest of the notation is self-explanatory.

The equations of motion that result from these forces are given by

u
<Har)N" . Phir+u) (H_a_g)a_zg .

9
o [+ )N, cos 9] - cos ¢ cos ¢ o/ a2

(2.41)

ph(r + u) (1 N 8u> 22w

2 o
b7[(r+u)N,.sm o) = ) = o

#tmy
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Figure 2-8.—Forces on an element of a circular membrane
(after Chobotov and Bender, [7) p. 60).

1

* and cos ¢ = 1. The second equation above becomes the linear form
1 3/ au\ _ ph 3w
r ar<' ar) - Ny a2 ’ (242)
e
\ o [y (—:" \\

PR O S il

In the case of a linear membrane, u = 0, N, = const, sin ¢ = ¢ = ow/or

irt —tasane ‘.t..mmu;‘.a.d
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Even to begin the solution of Eq. (2.41) requires a number of .-
approximations. If we consider the deformed length ds, it has the s
approximate form (see Fig. 2-8)

du\? aw\?2 112 du . 1fow\?
= priad o dr ~ —_— Il edid
s [<l+ ar> +(8r>] ’ b ar | 2\or Yoy

so that the radial strain ¢, is given approximately by

_ ds - dr . du lc’:!w2
& = —% > T 2(ar) . (243)

This is a form that also is valid in the case of plates (see below).

By expressing V, and Ny in terms of the radial strain €, and the
tangential strain & = u/r through Hooke’s law, and making the
approximaticn of small angle ¢, approximate differential equation can be
deduced. It is convenient to write these in non-dimensional formn, measuring
lengths in terms of the fraction of the membrane radius a:

n =rfa s
1
N, t
u = uja 7= (ﬁ) 7 (2.44)
w = wla

and writing the initial strain e; in the membrane in terms of the initial
stress NV

E
eo = (1-WNo= (2.45)

We than have the equations
au\[aw u , 1 [aw\?
(1-u) (‘ +3n)[8n n 2 (312) ]

2. 2 U
, (,W)[u S, 2w ,u(_a_u_ i l)]

m? Myt mon 2
=eg (1 +m)(n+u) 1*9;-)ﬁ {:
eO ISAY] an 812 !

© o
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and

ow au\ o 1[/ow\2
an {(1 ¥ an>L3n ¥ 2(317)

+us+ (1 'fu)eo]
n
[ 5327
7] AL

ou u
-3l
{ an2 on an2 non n2

2=\ - “\2
+ M{(nﬂ[%%*%(%%) +%+(l+u)eo”’

3w

i) 2%

= ¢p (1 +p) (n+ﬂ)<l + %> ) (246)

These equations can be solved approximately by a perturbation technique,
done in [7], in powers of the square root of the initial strain eg:

u = 6’01/2111 + eouz + 6’03/2143 S

(2.47)

w = 801/2 wy + egwWy + 803/2 wia + ..

These quantities are now substituted in Eq. (2.45) and the coefficients
of corresponding powers of e01/2 equation. It follows from this step that
uy =0 from the first of these coefficients. The other equations are then

duy My <8w1>“
() 5n T t3\F; ) (-8

ki ik il "

azuz dw, azwl
+ n( + 3 =0 , (2.48)
an? "o
ow, [ ou ] [ow 2
3/2y, (12,1 <._.1.>
(™) an [an + 2 \an (1+n)
uy, dw, 9w, duy
v Y3 2) M3
anz n on n
~ .\
“ o, N
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32w, [3u dw,\2
+n—-l[-—2-+l<—l> +—“%-2- +(l+p)]

anz on 2 \on
azw,
=(1+un —— . (2.49)
ar
If it is assumed that
uy = ag(r)(1-n%) (2.50)

where a wo/ae(l)/2 and g(7) is a function of dimensionless time that is no
greater than unity, the equation for g becomes

3 (13+21p- 4u?) 3
5(1 +p)

2
d—£+6q+a
dr?

=0 (2.51)

which is a Duffing equation for the fundamental mode of a circular mem-
brane [cf. Eq. (2.20)].

It can be shown from the solution of Eq. (2.51) that the ratio of the
nonlinear period T* to the linear period T is given by the form

T* _ 2K(k)
T 2 a2\ 172 (252
ﬂ(l , Q213+ 21u-4p ))
- 30(1 + w)

which is plotted vs. & = 0.3 in Fig. 2-9. Here K(k) is the complete elliptic
integral and

-1
k2= 21+ 3000
a2(13 + 21y - 4u? .

A corresponding analysis can be carried out for forced oscillations. An
example taken from (7] is shown in Fig. 2-10, when the resonance response
of a test membrane is plotted as a function of the sound pressure level in
front of the membrane. The solid curve is the expression obtained
theoretically.

2.8 Nonlinearity of Plates.

The vibration of plates brings into play one or more complicating
factors in the thickness dimension of the vibration. The starting point for such

’.,&'\
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Figure 2-9.-Ratio of nonlinear period to linear period as a function of the nondimen-

sional displacement for vibration of a circular membrane in vacuum (fundamental mode)
(after Chobotov and Bender, (7] p. 64).
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membrane) sound-pressure level (after Chobotov and Bender, {7] p. 68).
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analysis is the expression for the total energy U of a plate under de-
formation. [8]

U= -’EJJ [(V2W)2+ lh% e’] - 21 -v)

(12 2w 3w <62w>2]
X 2 e, + 2 ay2 3xdy dxdy (2.53)
Eh?

where D is the bending rigidity = ~————on |
12(1 = v2)

E the modulus of elasticity,

v Poisson’s ratio,

w deflection of plate in the Z direction,

e the first invariant of middle surface strains, = ¢, + €, ,

e, the second invariant of middle surface strains, = ¢, € - % Txy o

. . ou . dv , ow Ow
= 1 E =t — - —
Yxy = shearing strains of middle surface T oy

2 2
_ ou 1 [ow _ o 1 (ow
ao % 3B o3 1B e
h = thickness of plate. Note the correspondence of the expressions for
€x. €y with Eq. (2.43).

Arguing from the exact solutions for uniformly loaded plates (9]
Berger ncglected terms in Eq. (2.53) arising from the second strain in variant
e5 {10) . From this assumption Berger immediately obtained the equations

a2h2
e = —

1
(2.55)

viw - a?ylw =

Oloo

where a is a normalized constant of integration and q is the intensity of the
uniform load.

The second of Eqs. (2.53) is a linear form for fixed « and can be solved
for w. Then substitution of w in the expression for e [Eq. (2.54)] gives a
second linear form for u, v.
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In addition to this Berger approximation, a perturbation procedurc,
similar to that used for membranes, has teen developed by Chu and Her-
mann, (11] and applied to a variety of problems by Wu and Vinson. [12]

The nonlinearity of both plates and membranes is reflected in acoustics
by distortions produced in the transduction of sound waves by loudspeakers
and microphones. Ii is a matter of higtorical interest that the problems of
loudspeaker distortion led to a detaiied mathematical study of finite ampli-
tude wave propagation in horns by McLachlan in 1934, [13] and to some of
the earliest experimental work on such propagation in air by Thuras, Jenkins
and O'Neill in 1935. [14]

29 Tartini Tones.

That the ear, like the mechanical systems discussed earlier in this
chapter, could exhibit nonlinear characteristics has long been known, al-
though the associated phenomena were long misunderstood. While these
physiological phenomena have had little interconnection with the types of
nonlinearity that form the bulk of this book, reasonable completeness de-
mands a brief review of the subject. More detail can be found in the refer-
ences, especially in the historical note of Jones, [15] and in the reviews by
Wever and Lawrence {16] and by Tonndorf. {17]

At about the middle of the 18th century, a number of musicians ob-
served that when two musical tones of high intensity are sounded, one can
hear a lower tone whose frequency is equal to the difference of the two
original tones. Subsequently, other difference tones were discovered between
higher harmonics of the fundamentals present in each of the original notes.
All such difference tones are called Tartini tones or Tartini pitch after their
first discoverer.*

For the first 100 years after their discovery, these tones were thought
to be a high frequency beat phenomenon (recall Section 1.3). This weould
have made the phenomenon a linear one. Helmholtz disposed of this idea by
reporting the existence of sum tones, whose frequencie; were the sum of the
two origina! tones. Today, all such sum and difference tones are called com-
bination tones. If h and € are the fundamental frequencies of the original
tones, then the frequencies are given by

fnn = mh £ n (2.56)

where m,n are positive integers or zero. Thus if n = 0, we have the possibility
of existence of all harmonics from an intense, single-frequency source.

*There is some uncertainty as to which of several individuals firs« observed the phenom-
enon, A. T. Jones has assigned the honor to Tartini after a detailed study. {15])
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Experimental verification of the existence of these harmonics of an
originally pure tone is shown in Fig. 2-11 which is the electrical response, in
microvolts, of a cat’s ear, resulting from a stimulation of the outer ear by a
pure 1000-Hz tone of varying intensity. [16,18] Curve 1 is the response at
the fundamental frequency, which is linear to above incident intensities of
0.1 dyn/cmz, but becomes nonlinear in that region. The curve labeled 2 is
the response at the second harmonic, and first becomes appreciable in the
region where the fundamental response is no longer linear. The other curves
indicate the response at selected higher harmonics. The reality of com-
bination tones in the middle ear is confirmed by the results of Fig. 2-12,
which gives the electrical responses of a guinea pig’s ear to tones of 1000 and
2800 Hz. The various difference tones are shown in (a) and the summation
tones in (b).
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Figure 2-11.—Response of a cat's ear with a pure tone of 1000 1iz. The numbers
on each curve indicate the harmonic (after Wever and Bray [18]).
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Figure 2-12.--Difference and summation tone responses of an intact guinea pig ear pro-
duced by aerial stimulation at 1000 Hz and 2800 Hz. Functions are shown for primarie
(h,2) and various combinations (after Wever and Lawrence, [16] p. i61).

Helmholtz recognized the fundamental nonlinearity of the problem,
and suggested that the source of the nonlinearity was the middle ear, in
particular, the eardrum mechanism and the joint between the malleus and
incus (hammer and anvil) bones (see Fig. 2-13). It is of interest that an
opposite viewpoint was taken by Riemann who maintained the essential lin-
earity of the middle ear.

The position of Helmhoitz was a consequence of his theory of hearing.
Helmholtz argued that every individual frequency had a specific location of
action of the basilar membrane (which is part of the material dividing the two
fluid-filled portions of the cochlea). Thus there would be a resonance action
in the cochlea that leaves no room for the creation of combination
frequeicies.

A great deal of research has been done on the response of separate
portions of the middle ear, as well as on the effect of actual removal of the
middle ear all the way to the stapes (anvil) (see Wever and Lawrence). The
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Figure 2-13.-Details of the human ear (Max Brodel, “*Three Unpublished Drawings
of the Anatomy of the Human Eas,” W. B. Saunders Co., Philadelphia, Penna.)

conclusion is that the middle ear is a linear mechanism for the range of
pressures represented by sound waves.

It was therefore necessary to develop a nonlinear theory of the cochlea.
This work was pioneered by von Bekesy [see the review by Tonndorf
[171 (1970)], and the concepts of nonlinear hydrodynamics have provided
considerable insight into the action of the cochlea. According to these
theories, the fluid in the cochlea is stimulated into surface waves which are
strongest (naturally) near the surface that is formed by the basilar membrane.

The analogy to surface waves is indicated in Fig. 2-14.

As pointed out by Tonndorf, surface waves are inherently nonlinear.
We forego a mathematical discussion at this point (see Chapter 11) but point
out that gravitational surface waves have narrow crests and broad troughs.

Down the middle of the cochlea is the membrane known as the helico-
trema. von Bekesy noted that the effects of stimulation of this membrane by
the sound pulse produces eddies in the cochlear fluid (Fig. 2-15). The com-
bined effect of all of these complications is therefore sufficient to account for
the existence of sum-and-diffcrence frequency stimulations of the brain when
two intensive sounds of different frequency impinge upon the inner ear.
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GRAVITATIONAL SURFACE WAVES
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Figure 2-14. -Gravitational surface waves (schematic): (a) in deep water; (b) in shallow
water of constant depth. Wave progression is from left to right, the dashed outline
occurring n/2 later than the solid one. Note the asymmetry of the waveform in both
cases. Individual fluid particles roll along their trochoidal closed orbits, clockwise in the
present graph (see arrows). Each orbit (see insert) is the vectorial resultant of two force
vectors acting at right angles to each other and being 90° apart in phase, with the vertical
vector leading the horizontal one. Note the exponential decline of orbital diameter with
depth in deep water (top); in shallow water (bottom) the decline is limited to the vertical
vectors giving the orbits an elliptical shape, even along the surface (from J. Tonndotf,

(17] p. 581).
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Figure 2-15.—Schematic of von Bekesy's eddies. These eddies fill the space fully at low
frequencies, but shrink at high frequency. The particle velocity in the eddy is at first
proportional to the square of the amplitude but the dependence flattens at high intensi-

ties (from J. Tonndorf, [17] p. 586).
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CHAPTER 3

NONLINEAR PROPAGATION IN FLUIDS

3.1 Formulation of the Wave Equation, Lagrangia
and Eulerian Coordinates.

In Chapter 1, we deliberately avoided the fact that an ambiguity can be
introduced in our elementary derivation of the wave equatidn. That is, we
have a choice, in describing the vibrations of a “particle,” to refer to the
displacement of a single particle, which at rest lies at the point x = a, or to the
displacement of the particle which at any instant of time happens to be at the
point x. The first of these descriptions then describes the motion of a single
particle, while the second involves a succession of particles at a particular
point.

If we follow the specific particle, we are said to be operating in Lagran-
gian, or material, coordinates. We consider a fluid particle (Fig. 3-1) at rest at
the point a. Under the action of a harmonic wave, the particle will undergo
oscillations about this point. The instantaneous position of this particle will
be labeled x:

x=a+§. 3.1

We therefore say that the displacement of the particle originally at g is £. The
quantity a defines the points along the “x " axis of our coordinate system, and
is a variable. The coordinates a,¢ are known as the Lagrangian coordinates.

We can then describe the particle velocity in these coordinates, ul'(a,t),

as
ag) = X 28
ut (at) = 3 3 (3.2)

and the Lagrangian acceleration as

- a%
B (3.3)
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— ¢t —
a
= —
distance
L
a

time

Figure 3-1.-Displacements in Lagrangian and Eulerian coordinates.

On the other hand, if we concentrate on a particular point in the laboratory
system of coordinates, and specify the displacements at that point, we are
said to be using the Eulerian, ot spatial, coordinates.
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Any Lagrangian coordinate ql can easily be related to the Eulerian
coordinates by employing a series expansion [1}

@) = Ex) = () ’

x=a+k(a,t) x=a

(34)
E(x,0) +.... i

+ %? (x,t)

Xx=a
where we have written out only the first two terms, which is usually suffi- .

cient. Similarly, we could express the Eulerian coordinate qE in terms of the
Lagrangian

= gL (x,0)

a=x-t(a,t) a=x

Ex.0 = ¢~ @)

dq"

%

(@t tae) + ... .

a=x

It should be noted that the displacement £ is common to both systems.
In the Lagrangian, it is to be understood as the displacement of the particle
originally located at a, and is therefore a function of a and r. In Eulerian
coordinates, £ is the instantaneous displacement of whatever particle is at the
coordinate x: £ here is then a function of x and r.

As an exampie, we can write the Eulerian particle velocity uf as

- aul
ub—uL-<E>£+ :‘
(3.6) s
(2, i
Y] 0tda

Now let us look at the dynamic situation. Figure 3-2 shows a small n
element of fluid dadydz at rest. Let us suppose that a plane wave is traveling
to the right through the fluid, so that, at a given instant, the particles origi-
nally at rest at a will be displaced a distance £, while those ordinarily at rest at
a + da will be displaced a distance £ + d¢. Since these new boundaries of our
fluid element could also have been written as x£ and x& + dxl | the displaced
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Figure 3-2a.—Pressure gradients in Lagrangian coordinates.
dz E E a E E. d
E € P u + - (p u ) ax
o u aX
— B
dy
dx
Figure 3-2b.—Rate of mass flow in Eulerian coordinates,
and distorted volume d¥ could also have been written dxdydz. (Since we
have supposed no fluid motion in the y and z directions, there is no need of
distinguishing between Lagrangian and Eulerian coordinaies for them.) If we
now represent the density of the fluid at rest by p, and that of the displaced
fluid (in the Lagrangian system) by pL , we must have
'
-

pdeLdydz = podadyd:z
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since the total mass in the box must be the same in the two cases. We
therefore have

L - da

Po';;z

P

or, since xt =g +§,wehave
L ag\"!
pY =pp (1 + 32 3.7

The Langrangian formulaiion makes it particularly easy to write down
the equation of motion. If the pressure at any instant at the left side of the
volume element (Fig. 3.2a)is pL, while that on the right is p* + (ap"' /axL)de
then the net force (to the right on the fluid in the volume element dV) is
-(3ptL /oxL)dxL dydz and the equation of motion becomes

a”L dxl-dydz = (pgdadydz) §

or

It is instructive to develop the equation of continuity in Eulerian coor-
dinates also. We consider a volume element dxdydz in Eulerian coordinates
(see Fig. 3.2b). The rate of mass influx at the left will be p£uf dydz, while the
outflow at the right will be

[pEuE a("E”E)] dydz,

so that the net influx will be
pEuf dydz - [pEuE + ﬂ%“ﬁ dx] dydz = - i’S%ﬁZ dv .

(3.9)
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This must in turn be equal to the rate of mass increase in the element,

(aD‘E/at)(dxdydz), where p‘F is the mean (Eulerian) density over the distance
interval dx. Hence

ox

) - (158 o

or, in the limit as dx 0,

af _ oGt
ar ox (3.10)

which is the equation of continuity for one dimensional motion. In three
dimensions, this equation can be rewritten as

_apf _ 23 () 2 (o5:f) N 3 (pFu”))

= E
ar ox v oz Vie 55) )
(3.11)
We now define the speed of sound ¢ by the relation
R - (3.12)

apL apE

where the derivative is taken under adiabatic conditions. Then, by use of Eq.
(3.7), we get

ok ot el . e %
da

2 42
ANt
a

Q
Laad

and Eq. (3.8) becomes

% 2% (3.13)
ar < 2§_>2 3a2
1+
da
- o

o AR R 5k
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which is the equation of motion for an acoustic wave in one dimension. For
the special case of an ideal gas, the adiabatic relation can be written

¥
P = p, (%\) (3.14)

where v is the ratio of specific heats. Then

C2=ipi=lp_q(£>7‘l=-'yp—0__]__r
L Y-
p Po \Po Po <1+g§>
oa
whence (3.12) becomes
2 2
% ot (3.15)
2 +1 3
3t (1 . ag)* a
da

This is the form of the nondissipative wave equation in one dimension in
Lagrangian coordinates.

We have already obtained the equation of continuity in Eulerian coordi-
nates |Eq. (3.10)]. To find the equation of motion in these coordinates of
motion, we need only recall that we can follow the velocity changes of an
element of the fluid by using the otal derivative, so that the equation of
motion is given by

du

%
—=--£ (Euierian coordinates)
dt p

or

. Vp
+ (u- = - ,
u+ (u'Yu -

which, in one dimension, is

¥ (3.16)

s L R A ot =y e e e e
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This equation, together with (3.10), gives us the wave equation in parametric
form.

If one is dealing with a liquid, some other relation must be found
between p and p than that given in Eq. (3.14). The form

o\?
p=P (—) -0 (3.17)
Po

is sometimes used, where P, Q, and y are three constants to be determined
from the experimental data. Such a form is commonly used in hydro-
dynamics for water, with the values y = 7, P= 3001 atm, Q = 3000 atm, and
is known as the Tait equation. Note that in this case v is no longer the ratio
of specific heats, but is a parameter chosen to fit the experimental form of
the p - p curve.

An alternative representation is obtained by the use of the Taylor ex-
pansion of the pressure in terms of the density for the isentropic case:

2
perot (¥ G- e v 5(ZE) el v
»P7PO

op 2
ap S’p=90
(3.18)
or
p—p0+As+-§s'2+§€!-s3 o (3.19)
where
ap 2
A = pg <—> = paC
9p §$,p=p 00
2 -
B = p} <a_;2;> s = "}%ﬁ (3.20)
dp S.2=pg 0
33
(3
ap

S,p=py

The parameters A, B, C... are temperature-dependent quantitics. In most
situations, only the terms involving A and B are necessary.
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We could use Eq. (3.19) in conjunction with Eq. (3.20) to obtain an
expression for ¢2 to be substituted in Eq. (3.13). This expression is

/
2 _ 2 B C\ 2
¢ = ¢p [l+(-z>s+ (ﬂ) s +]
This would give a rather cumbersome form to Eq. (3.13) and it has proved to
be more convenient (and equally accurate, to terms of second order) to
establish the relation between the parameter 7 in Egs. (3.14) and (3.17) with

the ratio B/A.
If we expand Eq. (3.14) in powers of the condensation s,

p = po(l +5) = pg [l+s+7(7;l 32+...]

and comparing the result, term by term, with Eq. (3.19), it can be established
that B/4 = vy - 1 for the ideal gas. If therefore we use the form of Eq. (3.14),
but replace ¥ by B/A + 1, we can rewrite Eq. (3.15) in the form

(3.21)

a2t _ e 8% (3.15)
2 2 2
1 +22
da

that will be good for all fluids for which C/A4 can be neglected.*

The ratio B/A plays a significant role in nonlinear acoustics, so that its
experimental determination is of some importance. To make this determina-
tion, we first observe that, from Eq. (3.20),

1

.D‘PO

=2 a—(;
PoCo apS.p=p0 .

*Had we expanded Eq. (3.17) instead of (3.14), we would have obtamed the same

A oy
)

]

relation between y and B/A. In such a case, P - Q = PO and P = P00 /7, where

¥y =B/A + 1.
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By means of simple thermodynamic transformations, this expression can be
converted to the form

-— = 2p c <-a£> + % (.?—c-)
A 0%0 ap T‘pO Cp oT p

-

00

where = (1/V)0 V/aT)p = volume coefficient of thermal expansion, and Cp
is the specific heat at constant pressure.

A similar analysis for C/4 leads to the relation

2 3¢
c_3(8 2 3 <_> (3.22)
A"2<A> T 2000 \5pY g

Analysis of the case of water at 20° for an excess pressure of 6 atmospheres
has indicated that the relative size of the 4, B and C terms of Eq. (3.20) is

1. 675X 1074, 456 X 1077 .

Except at very high pressures then, it is safe to neglect the cubic and higher
order terms in (3.20), at least in water. (2]

Some typical values of the ratio B/4 are given in Table 3-1. The range
of variation is very slight, as is the variation with temperature and pressure.

A plot of B/A vs 1/c (Fig. 3.3) is a useful way of presenting these data.
Points corresponding to liquid metals are indicated by the black circles. The
line drawn on the graph is one suggested by J. F. Ballou. and known in the
author’s research group as Ballou’s rule: [2a]

6
B _ 1.2xC|o 05

e

where c is the speed of sound in the medium in cm/sec. While the data are
scattered it is clear that B/4 in general increases as ¢ decreases.

In the rest of the chapter, we shall replace y+1in (3.16)by B/4 +2
whenever we are dealing with liquids.
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Table 3-1. Values of B/A. Except where indicated,
all values are at atmospheric pressure.

. Substance T.,°C  B/A Substance 7.,°C B/A
distilled water 0 42 methyl acetate 30 9.7
20 50 cyclohexane 30 10.1 ;
40 54 nitrobenzene 30 99 :
! 60 5.7 mercury 30 7.8
80 6.1 sodium 110 2.7
100 6.1 potassium 100 29
Pressure tin 240 44
atm 30 5.2 indium 160 4.6
200 kg/cm? 30 6.2 bismuth 318 7.1
4000 30 6.2
8000 30 59 monatomic gas 20 0.67
diatomic gas 20 040
sea water
(3.5%) 20 525 methyl iodide 30 8.2
methanol 20 9.6 sulfur 121 95 }
ethanol 0 104 glycerol (4% H,0) 30 9.0 i
20 10.5 1,2 — dichloro- 30 11.8 ‘
40 10.6 hexafluoro-
n-propanoi 20 10.7 cyclopentene ‘
N-butanol 20 10.7 (DHCP)
acetone 20 9.2 |
beneze 20 9.0 H
chiorobenzene 30 9.3 :
liquid nitrogen b.p. 6.6 }
benzyl alcohol 30 10.2 ~
diethylamine 30 10.3 !
ethylene glycol 30 9.7 i
ethyl formate 30 9.8 :
heptane 30 10.0
hexane 30 99

3.2 Eamshaw Solution of the Wave ¥quation, ]
The Discontinuity Solution.* :
Equation (3.16) was solved in implicit fashion by Earnshaw in ;

1860. [3] His analysis began with the fact that the Lagrangian particle veloc-

ity u = £ must be some function of the local density, which is in turn a

function of 3%/dx through (3.7). We therefore write u = f{dk/dx). Then

3ty 8% _ %

£=1 i T 50 (3.23)

*Beginning with this section, we shall cease using a to denote Lagrangian coordinates,
replacing it with the more conventional x.
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Figure 3-3.—Ratio of B/A for liquids as a function of inverse sound
velocity: Solid curve indicates Ballou's rule
¢ liquid metals
o other liquids.
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where f' denotes the derivative of f with respect to its argument, so that

ik N d el it el

E= () a—zﬁ- . (3.24)

dx

D TP

By comparison of Eq. (3.24) with (3.16) we obtain

b G et at )

AN e
f <ax> = — (3.25)
(Hg) 24
ox

ntegrating (3.25), we get

t
f (gf) =y = 0 7 (— .%g.) + const. (3.25a)

Tk

When there is no sound, 3§/9x =0 and u = 0, so that

24 -
t <-§> cg t+ const = 0

The rate at which a particular value of s, u or 35/dx is propagated is given by
the square root of the coefficient of 82£/ax2 in (3.24), i.e., /', to which we
attach the symbol v. From (3.25),

+§%'

or :
o
YO
u-—cho 1 = ;
34 i
3 :
l+<ax ?
(3.26) !
j
B ]

24

= = ¢ [1 - (l+s)ﬂ]. :
:1
3
]
{

1
v= iCo(l"’S)

B
4
j '
i
E
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We confine our attention to waves traveling in the positive x direction
and eliminate s from Eqs. (3.26) and (3.27), thus obtaining the rate of propa-
gation of the wave as a function of the particle velocity:

24

B u\f '’ |
veco (1o L0 (3.28)

Since the general form of the solution of (3.16) is

u=F [w (z x%)] : (3.29)

a wave with the boundary condition

u(0,1) = ugsin wt (3.30)

will have the solution

u(x,t) = ugy sin  fwr - wx <1 + L _u_) (3.31)

which is the implicit solution of Eq. (3.16).

A simple plotting of Eq. (3.31) as a function of x for specific values of
u will demonstrate that the points of high particle velocity will move more
rapidly than those of low velocity, so that the waveform becomes progres-
sively steeper (in the neighborhood of u = Q) as x increases (see Fox and
Wallace [4]). If we therefore take the derivative with respect to x in (3.31)
and evaluate du/dx at u = 0, we obtain the result

-
du _ ‘o . (3.32)
% 1 _wx( . B
Ug C02 ZA)

Thus, du/dx becomes more negative with increasing x, becoming nega-
tively infinite at a distance € from the origin, where

L_ BY 2o k=14
7" (‘*u) 2 = BMk; =1 + o= (3.33)

- g

&

§
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Here M is the acoustic Mach number, and the symbol g=(1 +B/24)[=(y + 1)/2
for gases] measures the nonlinearity; € is called the discontinuity distance. It
is, of course, defined for the idealized case of zero viscosity, but it gives a
measure of how rapidly distortions appear even in a wave of very modest
amplitude. Some values of £ are shown in Table 3-2.

Table 3.2 Values of the discontinuity distance 2 for various sound
levels and frequencies (T = 20°, pq = 1 atm).

Water
Py M €,incm £,in cm
in atm (at 100 kHz) (at 1.0 MHz)
0.1 0.0046 X 10-3 14,800 1480
] 0.046 X 1073 1,480 148
10 046 X 1073 148 15
Air
P
in ;tcm dB Q,incm R, incm
dynejem? ™ 0.0002 M (10kHz) (100 kHz)
20 100 0.014 X 10-3 32,000 3200
200 120 0.14 X 10-3 3,200 320
2000 140 1.4 X 10-3 320 32

3.3 Riemann’s Solution.

At about the same time as Earnshaw, Riemar.n attacked the finite
amplitude problem in quite a different way.[5] He began with the equations

of mass and momentum conservation, which we write in Eulerian form [see
Egs. (3.10),(3.16)}

ou ou _ e 3p
37 tugz = > 3% (3.34)

1
; a ' o3 3= (3.35)
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% We then multiply (3.35) by * ¢ and add the result to (3.34). This gives us two ;;
; equations, which we write as
oP _ P
a w+e) ox
(3.36)
' Q _ -0
at Ww-c) dx
where
P
‘ P=u+J %dp-‘—-‘u*rw(p)
Po
(3.36a)
Q =u - wip).

We now consider P as a function of x and ¢, and form its differential

_p 9P
dP—ax dx + Y dt .

Then, using (3.36), we get
- oF _
dP = o [dx - (u+c¢) dr) .

Hence P will be invariant along the curve defined by dx/dr = u + c. Similarly,
Q will be invariant along the curve dx/ut = u - c. The quantities P and Q are
known as the Riemann invariants.

The behavior of the fluid is completely determined by a knowledge of
P,Q everywhere in the x,t plane. The significance of the Riemann invariants is
that, if P is originally known as a function of x at some time ¢, then the
particular values of P will remain the same as the initial values along the curve
defined by dx/dt = u +c.

Let us look at this in terms of a wave that was initially sinusoidal. At
t =0, uy sin kx. This is indicated in Fig. 3-4 by the heavy sinusoidal curve.
(One should think of this curve as plotted in a plane perpendicular to the
paper. Only the first half cycle will be studied.)

As time passes a particular value of the particle velocity, uy, will be
propagated along the straight line dx/dt = uy +c. A number of such lines are {“
' also plotted for various points in the wave, the slope dt/dx becoming smaller ¥

AP YW W e -
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Figure 3-4.—Wave distortion as described by method of characteristics.
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as u becomes larger. We can therefore reconstruct the curve at later position

in time and space, as is shown in the figure. The steepening of the wave

profile as it progresses is plainly indicated by this method. i
Such curves as the straight lines in Fig. 34, along which P,Q remain ?

invariant are known as the characteristics of the flow, and the technique used

for their solution is known as the method of characteristics. 1t is widely used

in fluid dynamics and shock wave theory (see Chapter 4).

bl ad i

PR OT. T

3.4 The Fubini Solution. %

The explicit solution of Eq. (3.31) was obtained by Fubini in 1935 for i
low Mach numbers. (6] The parenthetical expression in (3.31) is expanded in ]
a bionomial series and only the first two terms are kept. This results in the [~
equation

u(x, 1) = ug sin [wt - -‘:—:- (l - B c_‘;)]
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so that [recall Eq. (3.33)]

_— = - + o —
uq sin (wt kx ) (3.37)

where k = w/c. We now expand u/ug in a Fourier series

u _ . _
= Y B, sin n(wrt - kx) (3.28)
n=1
where
2n
B, =+ j = sin n(wt ~ kx) d(wt - kx) . (3.39)
n A UO

Substitution of Eq. (3.34) in (3.36) and manipulation of the result
ultimately leads to the values of B,;:

20 nx
B, = (E) J, <T> (3.40)

where J, is the Bessel function of the first kind of order n. The explicit

solution is then
- (E)
3 2/ sin n(uwt - kx) . (3.41)

u-
g nx
'

n=1

It should be noted that when x > €, Eq. (3.37) becomes multivalued in
u, and cannot be used without modification (see Section 3.8). In the actual
physical case, such an infinite steepness will occur first at the point u = 0 and
then in its neighborhood, so that a shock front is formed with a very small
discontinuity in pressure. Such a discontinuity increases in strength with the
propagation distance and the wave becomes more and more nearly sawtooth
in shape.

It is of some interest to note that in the corresponding case of trans-
verse waves in water, multivaluedness is possible, as anyone who has had a
surf wave break over his head can testify.

' ~ \
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Before leaving the nondissipative case, it is worth introducing a graphi-
cal representation made popular by Soluyan and Khokhlov [6a]. If we re-
turn to Eq. (3.37) and let W =u/uy, Z = wt - kx, 0 = x/2, we have

W =sin (Z + gW)
ol

Z=sin"l w- oW . (3.42)

We now plot a graph of Z vs. W (Fig. 3-5). If we indicate the two terms
separately, the distortion of the wave form can easily be seen. Forward prog-
ress of the wave corresponds to clockwise rotation of the curve II. When o =
1. the negative slope of curve I is the same magnitude of the positive slope of
sin”! Wat the origin so that infinite steepness (shock) of W as a function of Z
is achieved at that point.

3.5 The Viscous Case. Perturbation Analysis.

We shall now take dissipation into account. The distortions of the wave
form brought about by nonlinearity are equivalent to the production of
higher harmonics of the original wave, as is explicitly indicated in Eq. (3.38).
Since & « w? for fluids at frequencies far removed from a relaxation fre-
quency, this means that the higher harmonics will be attenuated more rap-
idly. Hence the net growth of these harmonics will be smaller than that
predicted by Eq. (3.38) so that the presence of viscosity should delay or even
prevent the appearance of a shock front. There is then a region along the path
of propagation in which the rate of energy conversion from the lower to the
higher harmonics is roughly counterbalanced by the increase dissipation of
these higher frequency components, so that the wave form remains very
nearly constant. This is sometimes called the region of the comparatively
stable wave. Experimentally, its presence has been clearly demonstrated by
Krasilnikov and coworkers. [7]

The theoretical analysis of the wave propagation for the case of finite
but moderate amplitude by means of a perturbation analysis was first carried
out over one hundred years ago by Airy in studying tidal motion.[8] The
perturbation is performed in the acoustic case in terms of the initial Mach
number My = ugy/cy. It is assumed that the hydrodynamic variables, such as
the displacement £, can be written in series of the form

EE S RN

in which each term is smaller than its predecessor by the factor M.

et -
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%

Figure 3-5.-Plot of terms in Eq. (3.42). /- sin” 1. 11— -oW; broken line- Z,

In the case of viscous medium, Eq. (3.38) can be replaced by the
Stokes-Navier equation (1.51)

o Qé 4 | a2§L
pot = 3> (3 n+n) ) (343)

(Where we have continued the notational change a = x mentioned on p. 3-11)
so that the nonlinear Eq. (3.16) is replaced by

) 2 )
ﬁ.) A ( - vb ): 2 _a__s_
(l ' ox B dx2dt ‘o ax?’ (3.44)
-~

1
.
-
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where v is the kinematic shear viscosity, equal to n/pg =ad b = 4/3 +'/nis
the viscosity number. (This analysis is not valid in the neighborhood of a
relaxation frequency, where b would have to be a function of frequency) (see
Section 3.10).

We now substitute our expansion of ¢ in (3.44) and equate terms of
corresponding order in §. The resulting equation can be written in compact
form by defining the differential operator Q:

2 3 2
QE_I_.zl.-”_b_a_.-_a_. (345)
¢ 312 2 axtar  ax?
Then Qsl =O,
n-1
of; 9f,_
an=ﬁ% 'a—;-—;;—l,n>l. (3.46)
i=1

In deriving these equations, the further approximation that a/k << 1 has
been made; this is virtually always a safe assumption. In this approximation,
terms that are smaller by the factor a/k than otherwise similar terms have
been neglected.

Equations (3.45) and (3.46) can now be solved in their homogeneous
and inhomogeneous parts, subject to the boundary condition

§(0,0) = - §gcos wt

corresponding to E (0,¢) = ug sin wt as used in the nondissipative case.

The solutions of (3.46) have been carried out up to n = 6.{9] The most
interest attaches to the series representations of the fundamental and second
harmonics, the early terms in which have the form

- 2

- 4
o (S8 (4_2R_R2)+...]

3
uy = ugR sin 2(wt - kx)[(l“%f) - —;- ( 4_a2R> <3 : R>+ .. ]

(3.47)

where R = 72,
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Graphs of uy, u,, uj3. u4 are shown in Fig. 3-6 which corresponds to
the case w/2m = 2.5 MHz in water, initial pressure amplitude 3.0 atm, Here
a@=0.0016 cra~!, =21 cm. As the graph indicates, the calculations can be
carried beyond the point x = £, but to a lesser extent for each succeeding
harmonic.

It has been proved by Blackstock{10] that the series represented by
solutions such as Eq. (3.43) converge everywhere. However, the complete
form of the series has never been obtained, so that the partial solutions
represented by the first few terrns may or may not be an entirely valid
solution of the problem. It should also be noted that when 4of is large, the
Keck-Beyer solutions (Eq. 3.47) are always a good approximation.

We can also compute the total absorption coefficient by forming the
expression for the energy density in each harmonic and using the relation

®fin = T 37 Ix

As a result, we obtain

2
Afin _ -2ax (l - e-Zax) | 2
— =1 + 3e = +0 4wz) . (3.48)

Here O (... ) denaotes “order of ™.

3.6 Other Methods of Solution.

Before taking up the analysis of finite-amplitude wave propagation by
means of Burgers’ equation, it is appropriate to discuss several other
approaches that have shed light on the problem.

A. Fay's solution. The most important of the other methods, particu-
larly from the historical viewpoint, has been that given by Fay in 1931.[11}
He made use of an equation of the form of (3.40) and expanded the excess
pressure in a power series in 0£/dx. At the same time, he expressed 0k/dx as a
Fourier series whose coefficients depend on x and include exponential decay
factors. The details of the derivation are quite involved. Among other assump-
tions, Fay limited his region of application to that of the comparatively stable
waveform. From Fay's analysis one ultimately obtains the following expres-
sion for the acoustic pressure p,, = p - py:

bnw sin n(wt - kx
Pac = % Z ( )

sinh no(x +xq) ° (3:49)
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Percent —mmm>

Un/Uo,

100

90

80

70

SO

1 e 1
30 3 40
Distance Propagated, CM.—>

Figure 3-6.—Fundamental and several harinonics as a function of distance
traveled in water. Frequency = 2.5 MHz, pressure amplitude 3.0 atm
(from R. P, Ryan [9a]).
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To evaluate x5, we consider the asymptotic form of the sawtooth part
of the solution in the analysis of Blackstock’s briaging function [see discus-
sion after Eq. (3.79) below]. This gives the amplitude of the fundamental
component in a decaying sawtooth as

2Pio
1+0

(3.49a)

where p; q is the amplitude of the original sinusoidal signal at x =0 and 0 =
x/%. This is to be compared with the first term on the right side of Eq. (3.49)

bnw ~ _bnw - 2p;02
Bsinh a(x +x4) Ba(x + xq) x+xg

(3.49b)

By comparing the second and third terms in Eq. (3.49b), we see that x;
should be tified with the discontinuity distance £.

An approximate evaluation of (3.49) can be carried out by noting that
sinh na(x + x() can be approximated by na(x + x) for the first few terms of
the series (which are the most significant ones). No major error is then intro-
duced by replacing the hyperbolic sine function by its argument for all n and
writing

2Py 08 Z sin n(wt - kx) (3.50)

Pac = lx+xg) o g

where the summation is the expression for the Fourier series of the sawtooth.
This can be rewritten as

_ ot [ wrt kx4 (3.51)
¢ X +xg 2.

with the bracketed term running from - n/2 to + n/2. Hence the step in the
pressure will be

22

Pio X, Fx n (3.52)
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with the maximum departure of the pressure from equilibrium being half this
amount. It is evident that the peak pressure does not decay exponentially. If
we try to fit an effective absorption coefficient to this case, then

_ 1 9Pmax - 1
Pmax 9% Xg tx

Qeff = (3.53)

Another way of expressing this result is to consider the ratio a/v? to
Pmax/V:

ape/t _ 2 _ 2B (3.54)

Pmax/?  P10%w ﬂ()c()3

so that a,¢c/v? is directly proportional to Pmax/V, provided that p .. is
evaluated at the same point as o, ¢.

A number of other approximate treatments have been developed.
Mendousse [12] suggested that the approximate stable waveform can be split
into two parts (Fig. 3-7). Over most of the wave, the particle velocity will be
proportional to x so that the value of <(du/dx) is as shown in the second part
of the figure. The viscous force, -(a2u/ax2), is then equal to zero except in

Particie velotity v
Pressure o

Distonce
from
Source

Acceeroton = -8y / 8x

\ /\ -

) g -

(»)
Viscous force 8%/ 8x

L Nu\\dmapoim port \/\ -

{c)

Figure 3-7.—Treatment of nearly sawtooth wave by Mendousse
{12]. (a) particle displacement velocity; (b) particle accelera-
tion; (c) viscous force.
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the immediate neighborhood of the crest, in which region its fluctuations can
be approximated by a sine wave of much higher frequency. Mendousse was
able to show that the attenuation predicted by this analysis was consistent
with the decrease in the height of the near sawtooth wave as propagated in
gases.

By a somewhat similar analysis, Rudnick{13)] derived an expression for
the attenuation coefficient for the fundamental component of the wave,
arriving at the result

27172
Xund Py o¥ Y 1 1/2
— = 1 + 3 = 1 +
Qa apOCO (202)2 . (355)

B. Numerical Analysis. In 1954, Fox and Wallace[4] attempted a
graphical analysis of the distortion of the wave. Taking the implicit solution
of one-dimensional propagation in a nondissipative medium, they divided the
discontinuity distance into ten equal parts and determined the harmonic
content of the wave at the end of each such interval. From this they derived a
numerical growth factor 5£") such that the content of the nth harmonic at
the end of the (k + 1)th interval was given by

Wodisy = (U, exp 6}‘") ) (3.56)

They then inserted an attenuation factor appropriate to the given harmonic.
For a nonrelaxing medium with infinitestimal absorption coefficient at the
original frequency given by a, the modified form for harmonic growth was

(Updke1 = (up)y exp [a "o nzan] 3.57)

where Ax was the propagation interval.

Essentially the same procedure has been adapted by Cook[14] for
analysis by a high-speed computer. In addition, he made use of the Bessel-
Fubini explicit solution, Eq. (3.41) as a starting point, instead of the graphi-
cal method used by Fox and Wallace. C.,uk has presented his results for both
harmonic content and effective absorption coefficient in terms of the reduced
distance o = x/2 (R is the discontinuity distance) and for various values of a.
The shape of such curves is indicated in Fig. 3-8.
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Figure 3-8a.—Calculated values of second harmonic particle velocity as a8 function of
the reduced distance x/Q for different values of aA. Figure 3-8b.—Total absorption
coefficient o, as a function of the reduced distance x/¢ for various values of at.
¢ is the discontinuity length, o the infinitesimal-amplitude absorption coefficient

(from Cook [14]).

3.7 Burgers’ Equation.

The analysis of finite amplitude waves in fluids has recently been stimu-
lated by a fresh approach. Consider an equation of the form

Uty = Buy, (3.58)

where § is a constant, and where we have introduced the reduced notation v,
= du/dx, v,,, = 02u/dx2, etc. This equation, which is known as Burgers’
equation, has two interesting properties. If § = 0, Eq. (3.58) has the general
solution v = f{x - vt), which resembles wave propagation in a nondissipative
medium [cf. Eq. (3.29)]. On the other hand, if one assumes the linear ap-
proximation of Eq. (3.58) with § # 0, then the solution is in the form of
damped waves. Thus, Burgers’ equation resembles both extreme cases of the
finite amplitude propagation under study. However, unlike the case of Eq.
(3.44), Burgers’ equation has a known exact solution.

A large number of authors have, with increasing success, attempted to
modify the writing of the equations of finite amplitude sound propagation so

3
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as to fit an equation of the Burgers type. In the early (non-acoustic) analyses,
the use of the equation was limited to initial value problems. The work of
Mendousse (1953) broke new ground,[12] although its meaning for acoustics
was not fully appreciated until nearly a decade later.

Let us begin with the Lagrangian formulation of the wave equation for
a dissipative medium ( in reduced notation)

4 , .
Poker = = Py t (3 n+ n) Exxr - - (3.43)

To quote from Mendousse’s paper:

“In the approximation that will now be described, the only physical
feature that needs to be used is the relative stability of the wave, regardless of
any assumption of a particular shape. That is, one imagines an observer mov-
ing with the wave velocity ¢, riding the wave, so to speak; and one assumes
that only slow changes occur in the state of the medium near this observer
(there would be no change at all for a nondissipated, nondistorted wave). In a
suitable system of coordinates some of the partial derivatives are then very
small and can be neglected in many places where they occur.”

As a first step, we use the pressure-density relation (3.19), stopping
with the quadratic term, and recall that s=1/(1 + £,) - 1 [Eq. (1.26)], so
that approximately

py = - Af, + 2ABEE. . . (3.59)

Equation (3.43) now can be rewritten as

Pokrr - bnkyxr = Abyy - ZAﬁExExx . (3.60)

Since our observer is going to move with the speed ¢y, we are in effect
making the coordinate transformation z = x - ¢g?, 7 = ¢. The various deriva-
tives then transform as follows:

Ef(zﬂ') = Exz; + 577}

Which, from the definition of z,7 becomes

£(2,7) = - cof, *+ &, .

.
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Similarly,

2
Ett =€ £20 - 2COExr + ‘511
Ex = Ez
Exx = £22

3.61)
so that Eq. (3.60) becomes
2 4 '
Pokrr = 200€0kz, + 2P0co PE L, - ?77 tn) &,
4 '
+ (-3‘12 + n) cobzzz = 0 (3.62)

with B= 1+ B/24, A= pycy’ .

Thus far, we would have appeared to make things worse, but there is
hope. We recall from our previous analysis that the linear approximation for
the particle displacement £ is

E = §pe *Fcos (wt - kx)

or, in the transformed variables,

Ezr) = - £t C0cos kz (3.63)

We now attempt to estimate the relative size of the terms in (3.62). We recall
that o® << k2, s0 that & = (1/2)(bw?n/pyc,’).

In magnitude, differentiation with respect to 7 multiplies the function §
by acg while differentiation with respect to z multiplies it by k. Using the
definitions of a, b. we can write the orders of the terms in (3.62) as

Term Order of Magnitude
pOE‘r‘r E()p()coza2
" 2p0C08;+ Eppoco” ak
2pgeq BEkz £opocy kBt
4 ‘
- (-3- n+ n) E12r Egpocy e’
/4 .
(3" + n)c02222 sOpoCozak .

(3.64)
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It is evident that the first and fourth terms are of higher order. We
therefore neglect them and rewrite our equation as

- 20pcoé;, t+ 2POC026€ZE22 + bncgéy,, = 0 (3.65)

which is of the form of Burgers’ equation if we set v=0£/32=¢,.

One could just as well have employed a retarded time 7=t - x/cg, 2= x
(so that £ = §je ~%2 ¢os wr), and make similar approximations. The deriva-
tion is somewhat lengthier, but eventually one emerges with the result

3

1 b cog &
c03uz - Begquu, = 3 p—z u, = - U, (3.66)

which is the form of Burgers’ equation used by Blackstock. [15]*

Equation (3.66) can be further reduced, to nondimensional form, by
dividing by Buozco (2n/x) and introducing the notation W = u/uy,0=2/%y =
wrand I' = § (ug/coa) (2n/N) = 1/ak.** The result is

W

1
Wo = WW, == W, (3.67)

*Blackstock also includes the heat conduction losses, which have the effect of adding
the quantity (y = 1)/Pr to the viscosity number b in the term on the right in Eq. {(3.66).
Here v is the ratio of specific heats and Pr is the Prandtl number = n¢_/«, where « is the
thermal conductivity. The relation (1/2)(n/p)[b + (Y = 1)/Pr] is equal to mo(NZﬂ’)z for
a sound wave of length A and absorption coefficient a.

**Sovict writers often speak of the Reynolds number (Re) in this connection, but the
definition varies. Thus Khokhlov and Soluyan [16] use

g Yo T
Re = = e = o
TR T2YT3

)

while Naugolnykh {17] and Goldberg [ 18] use

Po¥or 1 Yo r
Re 5 e—mem = = e N
2nb 20 2 20
o

We have avoided its use, because of the ambigwit, and reiain I' to which the name
Goldberg number is sometimes given.
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which is of the same form as Eq. (3.58). If we make the change of variable

lng (3.68)
' Eq. (3.67) reduces to the diffusion equation
_ 1
$o = Ty (3.69)

The solution satisfying the usual boundary conditions has been developed in
detail by Blackstock. The final form for ¢ is

¢ =1y (g-) +2 Z -n" i, (%) en"ax os ny
n=1

We can then recover u = ugW from (3.68):

e (3.70)
_1yhtl E_ --nzax . _ ’
(-1) nl, 5] e sin n(wt - kx)

= n=l

= —

)

r 2
Iy (-5) + 2 Z -n"1, (%) e cos n (wt- kx)
n=1

U
Uy

where /,, is the Bessel function of order n of imaginary argument:

1,(z) = i "J,(i2) .

The solution (3.70) is quite a complete one, but its form has thus far
prevented any simple expression of it. As Blackstock has pointed out, what
we desire is the Fourier series

u
-_= B, sin n (wt- kx 3.7
= Zl : ) @3.71)

S O S YOO S
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but what we have is its logarithmic derivative. Various computer methods
exist to evaluate (3.70), the results of which are very similar to those ob-
tained by Cook (see Fig. 3-8). The extra attenuation of the fundamental, due
to finite amplitude effects

B
EXDB = - 20 log,g —— (3.72)
e—ax

has been computed by Blackstock for various values of I’ (Fig. 3-9).

] T ALl l | B ‘ T T I LB I—I T | /[ 1 1
so} / 6=100,000 -
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Y G 20,000
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o
8 G+ 5,000
2 60} m
. G*2,000
¥
A= of G»1,000 -
o
s G» 300
o G* 200
~N
. ok G100 -
a
x G» 50
w20 |- .
T3 i
1 i l 1 1 l 1 1 L . | | l 1 e 141 L
s 1 2 5 1020 80100 03 10? 108 0%

Figure 3-9.-Curves of EXDB for values of T (written G in figure) computed for Eq.
(3.73) and similar approximation. The dashed curve is the asymptote EXDB = 20
log [(0 + 1)/2) (from Blackstock [15]).

The asymptotic form of (3.63) for large T has also been studied by
Blackstock, following the original treatment of Cole.[19] Several orders of
approximation are given, the highest being

AR AT R
“wmt&r’"-,——:‘im -

) [ - = coth {1 +d)]
—_—_ 2 I’ ,
up = T Z - 4 sin n (wi - kx) . (3.73)
sinh F(l +0) G
S, e e = . - <
v } [ \ ) _é
— . o ! ~ — _ N "‘
R e a ek ke AN BLE Y PECES A Y x 2 i it Wit fx-_-:-.'.-’_‘-:J;'l&::"-::‘;,__%b:;mz;A&z]
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If the coth term is neglected, Eq. (3.73) reduces to the Fay solution
(3.49), provided that xg = £ in that equation.

Equation (3.73)—the “improved” Fay solution—is highly reliable for
a>3,T 250

3.8 Blackstock’s Bridging Function.

In 1966, Blackstock{20] proposed a method for connecting the Fubini
solution at short distances from the source with the approximate sawtooth
solution of Fay that is valid at larger distances.* To establish this connection,
we assume that the particle velocity at x = 0 is given by u = ug sin wt or

W = sin ¢ (3.74)

where W = u/ugy and ¢ = wt, ¢ being the time.
A particular value of the particle velocity u (orW) travels at the con-
stant speed v in a nondissipative medium, where v is given by Eq. (3.28)

24
_ B u\B '
v = ¢ l+ﬂ C—O . (3.28)

This displacement velocity at the space point x and time ¢ would have
originated from the point x = O at an earlier time ¢’ given by

' b ¢ X u
t — ! T @™ e - -— .
v €o ( BCO) (375)

where the binomial expansion has been used for the expression in parentheses
in Eq. (3.28) under the assumption that Bu/24cy << 1 (small Mach number).

The amplitudes B, of the various harmonics of the distorted wave
(Fubini solution, Eq. (3.38)] are given by Eq. (3.39), which we now write in
the notation

B, =

{0

n
f W sin ny dy (3.76)
0

where y = wt - kx.

*It has been noted by at least one observer that this actually is a separate approxi-
mate solution, valid for intermediate ranges.
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As the wave travels out from the source, it undergoes progressive distor-
tion until the point x = R is reached at which the shock front first appears,
with the slope dW/dy becoming negatively infinite at that point. As the wave
progresses further, the interval of infinite negative slope becomes steadily
greater, i.e., the step in the velocity profile (the shock front) increases in
strength. All that we are saying is that, since the quantity W cannot become
multivalued, more and more of the wave “‘piles up” at the front marked by
u = 0. This process is illustrated in Fig. 3-10.

The initially sinusoidal wave at x = O (Fig. 3-10a) has just reached the
condition where dW/dy = == at just the point u = 0in (b). In (c), a consider-
able part of the wave has reached the shock front, so that a large velocity
jump appears at ¥ = 0. Fig. 3-10d shows the virtually completed sawtooth
formation.
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Figure 3-10.-Distortion of waveform during propagation
(after Naugol’'nykh [17], p. 16).

In order to treat the altered conditions for x > ¢, we rewrite Eq. (3.75)

in the form
X
t = t-= +B%
0 co
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or, using the definition of Eq. (3.33)

fr=r-2 += =

so that

P=cw=wt-kx+ W

or

¢

y + osin @ . (3.77)

if we now return to Eq. (3.76), we have

y=n
B, = %f sin ® sin ny dy

y=0

2 [- sin ® cos ny

y=n y=n
+f cos ny cos ¢ d@],
nm

(3.78)

When & =, y = 7 [from Eq. (3.77)]. As y decreases, P falls, not necessarily
to zero, but to ®,,;,., where

®in = 0 sin P

We can then rewrite Eq. (3.78)

y=n
_ 2 . 2
B, = ~— sin ®oin t —_— . cos ny d(®-y) ,
Jy=

sinced(®-y) = o0 cos ® dd from (3.77). But

n
J’ cos iy dy =0
0
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so that B,, finally becomes

n
B, = = sin ®pyy + = f cos n(® - osin @) db . (3.79)
®

min

ifo<1,® ;. =0, the first term on the right-hand side of (3.79) vanishes,
while the second becomes the Fubini amplitudes of (3.39). Forg > 1,i.e., in
the shock region, the first term begins to increase. It can be shown that for
very large values of o, this term has the asymptotic value of 2/n (1 + 0),
which defines the relative amplitudes of the components of a sawtooth. At
the same time, ® i, = 7, so that the second term on the right vanishes. Thus
a smooth transition is made from one solution to the other. A sample of this
transition is shown in Fig. 3-11.

4 |» ; 8, Sowtooth)

HARMONIC AMPLITUDE
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(-3

|
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L 1
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Figure 3-11.—Amplitude of first harmonic vs. distance. 1-first term on right,
side of eq. (3.79) (n = 1); 2—second term; 3—total B, (after Blackstock
(20]).

3.9 Work of Soluyan and Khokhlov.

An excellent summation of our understanding of the distortion prob-
lem has been made by Khokhlov and Soluyan. {16] They examined in detail
the representation for ¢ in Eq. (3.68). This solution can be written as the
summation

£=2 0 D", (%) e sin nZ (3.80)
n=0
\_;‘\
t ; w \ \
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where Z = wt - kx, or as an integral,

v FcosZ T (Z-2Z,)°
= f exp [— - =0 4z . (3.81)
\4max . 2 2

_If one considers the integrand of Eg. (3.81)

Y= exp 4q 2

I (Z-2,)?
[_ I cos Z _ 0 (3.82)
one can see that for ' (= 1/aR) small, the first term is small and the principal
contribution to the integral comes from the second term in the -.eighborhood
of Z = Z,. If " becomes large, however, the function will have peaks in the
neighborhood of Z = *+ . This latter condition leads to the result

(3.83)

Here it is required that ¢ > 1 + 2/T.

Soluyan and Khokhlov therefore break up the solution of Burgers’
equation into three zones.

(1) From the source to a point x such that o; = x;/2 < 1. Here
the dissipative effects can largely be ignored and the Fubini solution applies.

(2) From the neighborhood of x; to some point x5 here, both dissi-
pative and nonlinear effects must be considered simultaneously. The point x5
is defined as

Mk «

(3) From x5 on. Here the sawtooth has decayed into what is
predominantly a damped harmonic. In fact the first two terms are

! E

u_u [e'” sin Z + e~2%% i Z]. (3.84)
0

The wave shape in the second region can easily be calculated from Eq.
(3.83). Figure 3-12 shows u/u(, for the case I' = 10, which corresponds to a
peak initial p/f of 1.5 atm/MHz. The plot is shown for the values of 0 = 1, §,
29—the vertical scale in the last case being multiplied by 50. This relation

o iedld
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Figure 3-12,-Wave form from Eq. (3.83) for various o,

(3.83) has suffered surprising neglect in the study of nonlinear propagation
although, as Blackstock has pointed out, Eq. (3.83) is an exact solution of the
Burgers’ Eq. (3.67).

From Eq. (3.83) we can also deduce an expression for the effective
thickness of the wave front—the distance between the crest and trough of the
wave. Neglecting the slight variation of ¢ over a distance of a single wave-
length, we have

L

L T sech? Z
7 - T +a [l + A sech A] (3.85)
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where A = 2(1 + g)/al". The extrema therefore occur at Z,,, such that

Ty

Z, =+ A cosh™! /u/A (3.86)

50 that the thickness T will be

1 T = 22, = 24 cosh™ /n/& . (3.87) 3
- Since Z = wt - kx, T is measured in radians. The physical distance corre-

F sponding to T will be

1 T ., _wrl
j 2 A= c’
]
} Table 3.3 shows the thickness of the front for the cases examined in
] .
Fig. 3-12.
l
] Table 3.3
E
r=10
%l i} A, ra T T/2n (fraction of a period)
1
1 0.127 0.58 0.092
i 5 0.382 1.30 0.207
_ 29 1.91 2.87 0.465
]
i sine wave 0.5
1
1 3.10 Spherical and Cylindrical Waves of Finite Amplitude. y
Thus far, our analysis of finite amplitude wave in this chapter has heen
limited to plane waves. We must now consider spherical and cylindrical waves.
& We shall not repeat the complexities of Section 3.5 in the adaptation of the
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acoustic equation to fit Burgers’ equation, but point out that a general form
corresponding to Eq. (3.66) can be obtained. [10] It is

Buu" bn

, =
3
2poc0

u,, . (3.88)

Here n = 1, 1/2 and O for spherical, cylindrical and plane waves.

A number of ~ttempts have been made to generalize Burgers’ equation
to include the cylindrical and spherica! cases. The most significant of these
are those of Naugolnykh and coworkers{21)] and the stretched coordinate
concept of Blackstock. [22] A summary of work in this area has been given
by Cary. [24]

In the stretched coordinate representation, Burgers’ equation can be
written as

We -WW; = EW, (3.89)
where
{ :
‘ .
W = l i
00 UO
e -3
o
X
o= T
X0
% = ¢
xq = source radius (for spheres and cylinders)
x = field position in all three cases
(3.89a)

The definitions g, fand £ are given in Table 3 .4.

While this representation appears to make the spherical and cylindrical
cases solvable by analogy with the plane wave case, that is not so. This is due
especially to the variable behavior of the coefficient £,

¢
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Table 3.4
Notation in Generalized Burgers’ Equation

Type of wave a w f E

Plane 0 ufug 0 rl

2 r-1
Cylindrical  1/2 (l)l/ X 2[(00g)}/2 - a) <l + L)

00 Uqg 200
N g u ag f l‘-l
Spherical 1 (Fo—>u—0 0y In F(; exp(go.>

An interesting technique has been developed by Banta [23] and Cary
[24] for the problem at hand. In this method, the function W(f.Z) is ex-
panded in a Taylor’s series about the point f =0:

Wr.2) = Z L a—j;, W0,2) = ZO 2 D12 . (390

Further use of Egs. (3.89), (3.90) involve approximations. A few spe-
cial examples will be considered here, If we limit ourselves to zone 1 of Sec.
3.9 and large values of the Goldberg number T', (I' > S) we can assume that
the terms containing rlin Eq. (3.89) (EW; ) are small in comparison with
wWw.

We therefore expand the various derivatives D? By repeated use of the
approximations just stated, one can obtain a simplified expression for the
derivatives. The final solution for plane wave is then

Wy = ) (,,—fT)—. [DEW’”‘(OZ)]
n=0
(3.91)

= n w"(0,2)
+ ED] Z PY; Dg [ n }'

n=1

A similar expression can be obtained for spherical waves. Since it is
quite cumbersome, it will not be written out here (see ref. 24, p. 1371).

PP mgmdﬂﬂu ‘
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These expressions can be used with the computer to give detailed infor-
mation about the initial stages of the finite amplitude beam and are especially
useful in treating parametric arrays (see Chapters 9, 10).

3.11 Case of a Relaxing Medium.

Thus far, we have considered the propagation of a finite-amplitude
wave only in a nonrelaxing medium, in which «a is proportional to w?. We
shall now consider the relaxing case, under the limitation that the velocity
dispersion is small, i.e., that the relaxation strength € = (c?° - "02)/"02 1.

The derivation involves the addition of a quadratic term in p to the
relationship between p and p and the introduction of the quantity {,* known
as the degree of reaction in the equation for the Helmholtz free energy F:

dF = - SdT - pdV - Ad¢ 3.92)

where 4 is known as the chemical affinity. As { goes from O to 1, the reaction
(which here would be the internal state of the system) proceeds from a state
where there are only reactants to a state where there are only products.
An equation such as (3.92) was used in the derivation of (1.58).

We now form the expression for the sound velocity. Since c? =
(9p/ap),, we need to evaluate dp/dp in terms of the new variable §:

- (% op
dP (a;;); dp + (a;),, ds

or

<g—§>s ) (g_f;); ! (%) (%)S : (3.93)

If we now introduce the rate equation

Rt (3.94)

where the subscript r has been added to the symbol for the relaxation time to
distinguish it from the 7 used for the retarded time in the Burgers analysis, we

*IFor a more complete discussion of the degree of reaction, see Beyer and Letcher,
Chapter 4.
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can parallel the development given by Beyer and Letcher* to obtain the
relaxational equation

L4 B .
P, - (cj Ay 002s> PoS
(3.95)

1 - 2. . 2 B 2\ _
+:r-r-<pe pocos poco Zs)-o.

Then making the transition to the retarded time representation, we have

approximately
w B w P ook
3z L2~ ot 2 3.2
o 200cq” O (3.96)
at _ €Pocou
(S I

Here P = (3p/9¢)p and € are both small quantities.

In an effort to provide at least a partial solution of Eqs. (3.96), Soluyan
and Khokhlov {25] examined possible solutions in the limiting cases w7 << |
and wr >> 1.

1) wr<<].
As before, we divide the path of propagation into three parts:

(@) In the first region, the dissipative effects are negligible. This is
equivalent to setting the right side of the first of Egs. (3.96) equal to zero;

ie.,
w8, M (3.97)
0z c.2 or ’
0

subject to the boundary condition u = u sin wt for x = 0. This equation has
the solution given by Eq. (3.42),

Z=sin1 Y4 -4 2% (3.98)
Up Ug

(Z = wt - kx), i.e., the same result that was obtained in the nonrelaxing case.

*Op. cit., pp. 99-102.
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(b) Beginning at o = 1, the second region is that for which the
approximate sawtooth is undergoing slow decay. To solve Egs. (3.96) in this
case, we write

ou +ac;

—_— —— = 0

9z or (3.99)
] €PoCo

T, = 35: + ¢ = - P u

where
Pr

G=-L w24 ?i. (3.100)

2c0 2pc0 T

If dissipation is neglected, P = O and a plot of -G vs. 7 would be the solid
curve in Fig. 3-13. This curve is equivalent to a perfect sawtooth at 7= 0.

When the relaxation loss is taken into account, the wave front takes on
a finite steepness, as in the case of Fig. 3-12. In such a case, u is a rapidly
decreasing function of 7 near 7 = 0, so that the second term on the right in Eq.
(3.100) is virtually a constant near 7= 0, giving (3.100) the dashed form in
Figure 3-13. Hence G is constant over most of the wave front. This is equiva-
lent to the condition du/dz = 0 and yields the solution

2 2
u _ 1 U ~u
3 2—7r P (3.101)
2 +u
where
u
uoz
1 + Bw —2-
o
is the limiting jump in the amplitude of the (velocity) sawtooth.
If Eq. (3.101) is integrated, one gets
VAR ZO (u, +U)K-l lllz
= In (3.103)
T (uy - uy*!
T e A A SR MR Y Ay ¥ e e N \\;,_\
‘ } \ \ )
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T
Figure 3-13.—Plot of Eq. (3.100) (after Soluyan and Khokhlov [25]).
where
Sl 3.104
K= = Beguy (3.104)
For laige «, this combination yields the result
Z

u - u; tanh (2”’) (3.105)

which, when matched with the sawtooth, gives

u = T—“;O—a [ Z + m tanh (%)] (3.106)

which is similar to (3.83), except that A here has the form

A=l+a
n

2
T (3.107)

where I = ug/coewr,.

Actually, this presents nothing basically new. As long as wr, << 1, the
absorption coefficieni is proportional to w? and could have been introduced
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through a bulk viscosity added to (4/3)n (n is the shear viscosity). Thus, if we
express the shear viscosity in terms of a relaxation time 7y, then

4—137 = Thpoecy L I > T

' and Eq. (3.106) reduces to the precise form of (3.83).
(2) wr>>1

We first write the integral solution of the second of Eqs. (3.96):*

T

_ _ SPoca u(r') ex (T _ T’) dr’
¢ = Pr, J P s

7-22
(7%

e

An approximate expression for 32¢/ar2 can be found by expanding the ex-
ponential in the integrand of Eq. (3.108) in a power series and differentiating
the resultant expression for { twice with respect to 7:

(3.108)

% €Poco fou 1 .
37—2' = —P—Tr—' [a—T ; (u uav)] (3109)

where u,y, the constant part of the velocity, is given by

T
Uy, = 2—“1’1 f u(r') dr' = 0
2

n

T = aum

for our original boundary conditions.
Equation (3.109) can then be substituted in Eqs. (3.97), (3.100) to
yield

du _ B o) o, e -
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Lt

which has the solution :

Ax Bwu
, 1 fue 0 - u
wr = sin~! <——) =S —— <l-e M) u_eu

up )\c02 0 ;
(3.111) ’
- WA
where .
_ €
NS (3.112)

The third term in (3.103) is the modification of the equation due to the
velocity change from c( to ... The rest of the equation can be seen to be of ;
the same form as Eq. (3.42) and can therefore be analyzed graphically in the !
same way. That is, we plot wr vs. ue™*/uj which is then the sum of the
inverse sine function and a straight line with slope -Z, where

Bwu
2= (1-e™My=oo(1-e™) :
oA

Soluyan and Khokhlov refer to Z, which has the dimension of a length in
angular units, as the reduced distance. It rises from zero at x = 0 to the ‘
limiting value Z, = 2¢g7/€€ as x - oo,

Now Eq. (3.42) indicates the formation of a shock discontinuity at 0 =
1 (or x = Q). Since Z is the generalization of o, it follows that no shock front b
can form if Z < 1, and the distortions will be given by Eq. (3.111), which can
now be written in the form

wr' = sin~h WM - oo (1- €M) oM (3.113)

where 7' = 7 + ewx/2c,.
If the initial u is large enough that Z_ >> 1, the nonlinear effects

dominate virtually from the beginning, and one is dealing with a decaying
shock wave from x = € onwards.

The nonlinear effects in a relaxing medium are summed up by Soluyan

and Khokhlov in a graph of the waveform for relatively large distances from
the source, but all for the case 0 <1 (Fig. 3-14).




138 NONLINEAR ACOUSTICS SEC 3.11

Ry - -
| == ==

Figure 3-14.—Profile of a finiteamplitude wave in 3 relaxing medium
(after Khokhlov and Soluyan (16]).

Curve 1 corresponds to the case wr << 1, curve 3 to wr >> 1. Since
wt = 1 is an intermediate case, invelving no special effects, it should be
contained between the two curves and is suggested by the dashed curve (2).

The problem of the intermediate case has also been treated approxi-
mately in a perturbation analysis. [26] In Eq. (3.45) the term vb refers to
the effects of shear and bulk viscosity (we neglect thermal conductivity so
that vb =(4n,3 + n')/py. When we operate at a frequency well below the
relaxation frequency, a is related to vb by the expression

a= = . (3.114)
2 p0c03

Ryan, Attanasio and Beyer [26] used Eq. (3.114) to replace vb in Eqs.
(3.44) ff., employing the value of a correspending to the frequency involved
in each individual term of the inhomogeneous and homogeneous equations.
Expressions were found by them for the first few harmonics as a function of
distance. In this analysis, all effects of dispersion have been neglected. The
terms corresponding to Eqs. (3.47) are

uy = uge *1* sin (wr - kx) X

1 1 . 1 1
1 - e L gt lagx e-azx] PR
{ (292 - 201) [ﬁl % " a 2

2

= -2alx : t - kx [l - ‘(02“201)4\’] —_— - 4
Uy = uge sin 2(w ) e (@ - 2a7)

(3.115)
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3.12 Experimental Verification,

A. Electrical Method. The relations derived in the previous sections
have been subjected to a number of experimental tests. It has long been
known that the use of too high an intensity in ultrasonic absorption measure-
ments would iead to a higher measured value of a than that obtained at very
low intensities. Eventually, a number of observers attempted to measure the
absorption coefficient as a function of the initial intensity. Unfortunately, it
was not realized in a number of these researches that the value of the effec-
tive absorption coefficient would vary with distance from the source, so that
this valuable parameter~the range over which the measurement occurred—
was not always recorded. Such measurements gave an average effective
absorption coefficient over some range, usually 1040 cm.

Another problem was raised by the fact that the usual detecting instru-
ment was a quartz or ceramic transducer that was sensitive only to odd
harmonics of the distorted wave. Nevertheless, surprisingly consistent results
were obtained.

In 1935, Thuras, Jenkins and O’Neil {27] made absorption measure-
ments in air. Sound in the frequency range 300-2000 Hz was generated in an
air-filled tube 3.8 cm in diameter and 15 m long. The second harmonic signal
developed in the tube was measured. While exact quantitative agreement was
not to be expected, because of the many approximations involved in this
early work, the qualitative aspects of the nondissipative theory were con-
firmed; namely, that the acoustic pressure of the second harmonic generated
was approximately proportional to the distance traveled by the sound, to the
frequency used, and to the pressure of the original signal.

In 1954, Fox and Wallace {28] reported measurements on a 5 MHz
sound beam with initial intensities up to 4.00 watts/cm?. Measurements were
reported in water and in carbon tetrachloride. In the case of water, at points
several centimeters from the source, the rate at which the intensity fell off
was equivalent to an absorption coefficient about five times that due to an
infinitesimal wave. While they were not able to observe the initial rise in the
total absorption coefficient predicted by Eq. (3.48), their results were con-
sistent with a numerical and graphical analysis which they presented.

In 1957, Krasilnikov et al. [29] made a striking improvement in tech.
nique by measuring the harmonic content of a beam from a 1.5 MHz source in
water. To filter out unwanted harmonics, they used glass or metal plates set
at some appropriate angle with respect to the direction of the beam. By
suitable choice of plate composition and thickness, as well as the setting
angle, they were able to reduce undesired harmonics 10 a very small amount
and thus achieve a harmonic analysis.

Areason for this success can be found in the following way, when one is
dealing with the case in which x > €. In Eq. (3.48) the absorption coefficient

R
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v

remains fairly constant over the measured region, so that the first objec-
tion becomes less significant. In the second place, since the piezoelectric
receiver is nearly equally sensitive to all the odd harmonics, we can replace

Eq. (3.50) by

_ _ bnw sin n(wt - kx)
(pac)odd - Bodx +x0) -

1,3,5...

The acoustic intensity will then be

2 _ 1
I & @gc) odd = [ﬁa(x+x0)] Z

and the effective absorption coefficient a ¢ will be

w= o L@l _dinl __ glitx)? | 1
eff A dx dx dx x + x,

exactly as before.
Figure 3-15 shows the measured values of the absorption coefficient
®gp in water. Here agpe/v? is plotted against (p,c)/v. The slope of the
straight portion of this curve is 2 X 1013 cgs units, while the computed slope
from Eq. (3.54) is 2.1 X 1013 cgs units, which is far better agreement than
the approximate analysis warrants.

Krasilnikov and his coworkers also used a thermal detector to measure
the total incident acoustic radiation and recorded effective absorption coeff-
cients up to 30 times the infinitesimal amplitude value.

A modification of the radiation pressure microphone was used by
Barnes and Beyer [30] to determine the effective absorption coefficient. In
this experiment, the rf carrier wave applied to the transducer is 100% modu-
lated by an audio frequency square wave. As a result, the radiation pressure
oscillates at the audio frequency. This signal, whose amplitude is proportional
to the ultrasonic intensity, is detected by means of a condenser microphone.
In this way, the ultrasonic intensity can be measured at a variety of distances
from the source.

The ultrasonic intensity for a specific case is shown in Fig. 3-16, to-
gether with the relative intensity obtained from the perturbation analysis.
The slope of the continuous curves, which is in each case proportional to the
effective absorption coefficient, is seen to begin at the infinitesimal rate (the
dashed lines) close to the source, increase to a maximum, and then fall off
gradually, once again approaching the infinitesimal amplitude value at the
largest distances measured.
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Figure 3-15.-Values of the measured absorption coefficient « in water as a
function of the initial pressure p and frequency v. (+) 1.5 MHz (29]; (o) 3.85
MHz; (o) 5.85 MHz; (x) 6.80 MHz; (») 8.74 MHz; (0,0 X ,2) [293].

A comparison can also be made here with the Fay theory. From (3.482,
the ultrasonic intensity in the sawtooth region is proportional to 1/(x + x
so that

)

log/ = const - 2 log (x +xg) .

If log I is plotted against x, the result will be a curve of fixed shape, which has
the limiting value shown in the figure for the case x, = 0, which corresponds
to an infinite source intensity. As x increases, the curve shifts to the left in
the diagram. The Fay region for each of the experimental curves can thus be
established.

The distorted wave form has also been studied in detail. Progressive
distortion of a finite-amplitude wave is shown in Fig. 3-17, while Figs. 3-18,
3-19 show experimental values of the components of initially sinusoidal
waves, compared with the theoretical values obtained by perturbation analy-
sis.

B. Optical Methods. Many optical methods have been developed for
the study of ultrasonic waves, but the method of optical diffraction has been
especially useful in the study of finite-amplitude waves. A schematic diagram
of the method is shown in Fig. 3-20. A collimated monochromatic light beam
is passed through a tank containing the liquid and the ultrasonic beam. The
light is then focused on a screen. Since the sound beam represents a variation
in the local index of refraction that is equal to the wavelength of the sound A,
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Figure 3-16-Comparison r * theoretical and experimental values of the
intensity of an 11.6 MHz s.und beam in water. The solid line represents
values computed from formulas of Keck and Beyer (9], except that the
uppermost curve is computed from the Fay (11] theory with x, = 0.
Broken curves indicate intensity compuied with the use of infinitesimal
amplitude absorption a. N = 1/4a2 (from Bames and Beyer [30]).

the system is akin to a diffraction grating, The focusing lens merely assures
that the resultant Fraunhofer diffraction pattern will be registered on the
screen. Under these circumstances, X is the grating spacing, and the diffrac-
tion formula for the maxima in the diffraction pattern becomes

A

n
sin¢9="f'sL

where A, is the optical wavelength, 6 the angle made by the diffracted way
with the horizontal and 7 is the order of the diffraction image.

The theoretical analysis of this problem for an infinitesimal-amplitude
wave was first performed by Raman and Nath, [31] who showed that the
intensity of the light in the nth order diffraction image was related to the
peak change in the index of refraction du in the following way

1 =J, (-——-2”:“"‘>
L

’-‘h
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Figure 3-17.-Progressive distortion of waveform in sn
originally sinusoidal signal. v = 2.58 MHz, initial acoustic
pressure 6.0 atm, The medium was water at 22°C; x is the
distance from the source, o = reduced length = x/¢. (a) x =
1.3cm,0=0.137;(b) x = 5.0 cm, 0 = 0.525; (c) x = 10.0
ecm,o = 1.05;(d)x =150 ecm,0=1.58; (e)x=20cm,0 =
2,1 (from R. P. Ryan, Ph.D. thesis, Brown University, 3
1963). g
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where L is the width of the ultrasonic beam traversed by the light and J,, is
the Bessel function of order n. Since du is related to the density change 6p by
the expression of Lorenz-Lorentz

’ du _ 8o [P+ (- 1)
T Py

ERE s

(3.116)

6u2
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Figure 3-18, —Comparison of theoretical and ~xparimental values of the
relative second harmonic content of 1.5 MHz waves in water:. . . ....
theoretical [18]);.__. __ . experimental (29}; _______B/4 = 5.5 and
_____ B/A = 7.0, theoretical [9). The symbol (/) indicates the spread
of experimental data,
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Figure 3-19.—Comparison of theoretical and expesimental values of
harmonic growth and decay for 2.5 MHz sound waves in water,
compared with theoretical predictions: (-) theory; (x) digitsl
snalysis; (®) snalyzer measurement. Initisl pressure amplitude 3.0
atm. The curves marked “digital analysis” were obtained by a
computer analysis of wsaveforms photographed on an oscilloscope
screen. Those marked ‘“‘analyzer measurement” represent data ob-
tained by passing detected signal through an electric filter tuned to
the appropriate harmonic (from Ryan, Lutsch and Beyer [39]).
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the light intensity is an excellent measure of the intensity of the sound wave. 3
An example of these diffraction results is shown in Fig. 3.21. E
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Figure 3-21,-Optical diffraction in a traveling sound wave at various
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Shortly after the initial work on the optical diffraction by sound,
Sanders [32] noted a slight asymmetry between the intensities of the positive
and negative diffraction orders. At the time, it was suggested that a second
harmonic signal was present in the source. Some twenty years passed, how-
ever, before it was realized that the true explanation of the asymmetry lay in
the presence of distortion in the medium rather than in the inadequacies of
the generator. Almost simultaneously, Mikhailov and Shutilov [33] in the
USSR and Hiedemann and coworkers in the USA [34] demonstrated this
finite-amplitude asymmetry in optical diffraction. We shall give a brief discus-
sion of both methods, beginning first with that of Mikhailov and Shutilov,
since it is much simpler mathematically.

If the optical diffraction experiment is carried out at very high inten-
sities, many diffraction orders are excited (Fig. 3-22). A diffraction order of
maximum intensity can be seen on each side of the central line. As long as the
sound intensity is very weak, the location of these maxim+ is symmetric (see
Fig. 3-21), but as the sound intensity is increased, the negative-order maxi-
mum becomes the brighter one; in addition, it occurs at a lower order number
than the maximum among the positive order lines.

The net effect of the ultrasonic beam at low sound intensities is to
modulate the phase but not the amplitude of the light passing through the
cell. As a result, the wavefront of the light emerging from the cell has the

Figure 3-22.—Optical diffraction at high acoustic intensity. (s) Pattern with direct
ultrasonic beam of 15.1 W/em?, v = 583 kHz. The remaining phiotographs correspond
to the same expenimental arrangements but with the acoustic filter passing only the
second harmonic (b), third (c), and fourth (d) (from Mikhailov and Shutilov {33].)
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form pictured in Fig. 3-23a. The resultant *‘corrugation™ of the wavefront of
the diffracted light beam would then have the same shape. Since the slope of
each side of the sawtooth wave is proportioral to the value of the pressure
gradient in that portion of the cycle (recall Fig. 3-7), and since the portion of
the wave cycle during which the gradient of the condensation is positive is
now smaller than that during which it is negative, the light intensity of the
maximum in the forward direction is less than in the back direction. Further-
more, the order of the diffraction image for which refraction occurs must be
greater in the forward direction. Shutilov was able to show that ¢y = Ao;m /A,
¢y = - Agmy/A, where X is the acoustic and A, the optical wavelength and
m|, m, are the orders of the positive and negative intensity maxima.

Mikhailov and Shutilov worked at a frequency of 583 KHz and with
sound intensities up to 20 W/cm?, corresponding to an excess pressure of
nearly & atm. a much higher value, especially for such a low frequency, than
any at which Hiedemann et al. operated. Therefore, the approximation of a
nearly sawtooth waveform was reasonable in their case.

In the measurements of Hiedemann and his students, the intensity of
the sound was sufficiently low that only a small number of harmonics had to
be considered. In their analysis, which we shall now summarize, it is further
assumed that the odd harmonics are in phase with the fundamental and that
the even harmonics are 180° out of phase.

The Hiedemann analysis is an enlargement of the infinitesimal-
amplitude diffraction theory of Raman and Nath. In essence, the distorted
wave is analyzed into its Fourier components. The diffraction effect of each
of these components is then combined to obtain the total result for the case
of a light beam whose width is very large compared with the ultrasonic
wavelength. The light intensity of the nth order image is

I, = &2
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Figure 3-23.—Wave shapes in opticsl diffraction: (s) low acoustic intensity;
(b) high acoustic intensity (after Mikhailov and Shutilov [33]).
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where @, is the amplitude:

q’n = Z Jn—2k2-3k3 oo (W)Jk2(02W)Jk3(a3w)+....
k2'k3’k4, PRI

3.117)

Here w = 2auL/X. The term g; is the amplitude of the jth harmonic in the
distorted waveform, relative to the fundamental. The operation of Eq.
(3.117) is best understood by an example. If one is looking at the third-order
diffraction image (n = 3), and if the sound intensity is so small that only a,
among the harmonic amplitudes is appreciable, then

oo

Py o= ) i, g, (3.118)
k2= - %

If, further, the only Jp of importance are those for p = 0, £1, £2, £3, we have

(3.119)

In the undistorted case, of course, ®, = J,(w) and the solution reduces to
that of Raman and Nath. By making use of the theoretical values for a; from
the perturbation analysis, one can compute the relative intensity of the dif-
fraction order under study. Some typical examples are shown in Fig. 3-24.
These experimental and theoretical results are seen to be in excellent agree-
ment with each other.

3.13 Practical Sources of Finite Amplitude Sound.

The numerous studies described in this chapter have concentrated on
two simple cases—the plane wave and the spherical wave. In practice, how-
ever, we deal with sources of limited extent—usually a rectangular or circular
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Figure 3-24.—-Experimental values of the intensity of the first diffraction
order as a function of the original pressure p for water at 2 MHz (from
Hiedemann and Zankel [34]).

vibrating disk on the one hand, or a portion of a spherical surface on the
other. In each case, the distortion of an originally sinusoidal wave form is
complicated by the diffraction of the infinitesimal beam. The theoretical and
experimental studies of this problem have thus far been quite limited.

The Plane Piston. A. The Near Field. Ingenito and Williams [32] have
produced a partial solution for the near field of the finite amplitude plant
piston. They began with the presumed existence of a velocity potential

¢=Z¢,.
i

where the ®; are the potentials applicable to-each harmonic. Then, following
Heaps, [33] they deduced the equation for the second harmonic ®,:

- od,\ 2
D2¢2 = ....]. _a. [Dz <¢]2> + .2_6 (-a_l.> ] (3120)
2C2 ! c2 t

where 02 is the d’Alembertain operator V2 - (l/cz) (82/6t2) and f is the
parameter of nonlinearity. The authors further assumed that all harmonics
higher than the second can be neglected and that the function ®; is unaf-
fected by the growth of ®,. These are the usual assumptions of a perturba-
tion theory and parallel in spirit the early treatment of the plane wave
problem,
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By assuming the fumdamental velocity potential ¢, to have the form

®, = Re [q)] (x..2) e""‘"].

Ingenito and Williams transformed Eq. (3.120) to the form

(72 + @02 ertea) = (5) {[v2 v ) o - 2Bk2¢,2}.

(3.121)

The authors were then able to show that the most significant effects were
produced by the last term in the curly brackets on the right.

By the use of a Green’s function technique, plus an expansion of an
exponential factor in terms of Bessel function, Ingenito and Williams arrived
at an approximate expression for ¢, in cylindrical coordinates

2 )
NOEE %[ ko g2 (rz-%) do . (3.122)
va=0

The authors carried out explicit solutions of Eq. (3.122) in three cases.

(1) A collimated beam

¢y (r2) = -'rz *r<a
(3.123)
=0 r>a.
Application of Eq. (3.123) to Eq. (3.122) yields
- B2,k
¢, (r2) T 2e* r<a
(3.124)

= r>a.

This yields a second harmonic that increases in amplitude with z, thus resem-
bling the first correction to the plane wave case [Eq. (3.41)].

(2) _ Average value

6, (r2) = % v? exp [2(ik ~ @)z) (z + Lsin 2/9) (3.125)
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It is common practice to use a receiving transducer of the same radius
as the source, so that the average value of ¢, over a plane area of the same
size as that of the source, centered perpendicularly on the axis is of interest.
Their final expression is of the form

F4 2
<Py (r2)> = - 4—kc j 0 ko <¢] (r,z - %)> de . (3.120)
a=

When a specific expression used for ¢, [such as that obtained by Bass (34)],
Eq. (3.126) can be evaluated numerically. A plot of the results [essentially, of
the integral in Eq. (3.126)] is shown in Fig. 3-25, along with the linear
relation of Eq. (3.124).
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Figure 3-25.—Magnitude . <¢,> of averaged second harmonic velocity po-
tential in dimensionless form versus axial distance z/a. k = 109.9 cm~!,
a = 1042 cm, B/A = 5. . _ _: Eq. (3.124). (3.125). (R - 3
Figure 7 of Ref. 39. (R - 6): Figure 8 of Ref. 39. (G - 5): Figure 3 of
Ref. 38. Numbers 3, 6 and 5 and sousce pressures in atmospheres (from
Ingenito and Williams [35]).

Since this is a nondissipative theory, it is difficult to make a realistic
experimental comparison. However, Ingenito and Williams have plotted three
experimental cases of signals of initial pressure of 5 atm [38] and 3, 6 atm
[39] obtained with a receiver 2.5 times the radius of the source. Good
agreement is evident between the theory and the 3-atm curve. The curves for
the higher pressures deviate considerably from the theory. As can be seen
from Fig. 3-19 (from which the curve R - 3 is taken) at a point corresponding
to z/a=15 (@=1 cm) the amplitude of third harmonics is a considerable
fraction of the second while the fundamental amplitude has decreased
slightly. For 6 MHz however the data from the same paper show a 25% drop
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, in the fundamental amplitude at z/a = 15 cm while the amplitude of the third
f harmonic is more than that of the second, so that two of the approximations
of the Ingenito-Williams theory have lost their validity.

(3) Axial value

In the case of waves of infinitesimal amplitude, the axial value of the
] velocity potential has long been known [Eq. (1.64)]. Ingenito and Williams
have found an expression for the finite amplitude case that appears to be the

} most accurate of their formulas:
: 3|
i 05(02) = QUZT’E“_Z o2ikz [ -2 Jo (%E) (t-tg) dt
) - ro
g 3.127)
: tl
; - 2f 72dr + (._z§>
1 ka

An evaluation has been carried out of the second harmonic pressure
amplitude based on this equation (Fig. 3.26) and compared with experiment.

£ The agreement is astonishingly good.
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Figure 3-26.—Magnitude | p,, | of axial second harmonic pres- "
sure in atmospheres versus axial distance z/g. Source E
’ pressure 5.0 atm, k = 109.9 cm~!, ¢ = 1.042 cm, B/A = 5. :
Eq. (3.127) including coupling function. —. — Eq.

(3.127) with coupling function unity. . _ —_ Perfectly colli
mated plane waves (from Eq. (3.124)2. o: measured values of ( '
Ref. 38 (from Ingenito and Williams [35}). ) T
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The Plane Piston. B. The Farfield. The problem of the nonlinearities of
the farfield of the plane piston can be shown to be essentially that of a
spherical source with boundary conditions at the effective starting point of
spherical spreading superposed. We shall therefore follow this treatment of
Lockwood, Muir and Blackstock [40] and assume that the particle velocity
amplitude u,, at this point ry is given by (ug/cg)D(8), where D(6) is the
infinitesimal amplitude directivity function in the farfield of a circular,
baffled, plane piston:

o) = 2J(ka sin 0) 3128
D) = ka sin 6 ' (3.128)

An additional assumption is that the farfield distortion of the wave
form derives almost wholly from disturbances that were purely sinusoidal at
the point ry, i.e., that the nearfield distortions do not play a significant role

in the farfield. [41])
The analysis of Lockwood et al. is based on the weak shock theory of

Blackstock. [20] The acoustic pressure for the spherical wave is given by
Blackstock as

r
P = pocotoD(O) -r9 sin & (3.129)
where ® is the function defined by Eq. (3.77)

®=y+osind 3.77)

where y is given by

(r-ro) (3.130)
€0

y = wt-
in the spherical case and o is given by

Bu
6 =—2 D) kr In (L) . (3.131)
CO "0

If the Blackstock bridging technique (Section 3.8) is used, the Fourier
coefficient B,, can be written as

By = = sin bpin * cos n(®- osin &) 0d

® min 3.79)
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= Fay contribution + Fubini contribution .
At large o(oc > 3) the Fubini contribution becomes negligible and B, -

2/n(1 + o).
The pressure at the point 7 can now be written as

' oD
P = bocquoD®) < D By sin ny . (3.132)
n=1

Since B,, ic a function of g, it also depends on D(6) through Eq. (3.131).
The directivity of the nth harmonic in (3.132) [D,(8)] is therefore propor-
tional to D(6) B,(0). If we define o) as the value of o at which D(6) = 1,
then D, (6) can be written as

D) By(o) B,(0)
D,(6) = DO BN ~ D(9) ECIR (3.133)

We distinguish two cases:
e<1.
Here the Fubini solution B,, (6) = (2/rg4)J,(no) prevails, so that

Jn [nD(0) 01]

Dn(o) = "Jn(nal)

(3.134)

For small values of o, D, () = [D(G)]" so that the higher frequency
components of the beam become progressively narrower.

g>>1.
Here
L+ 0, DO)(1+0))
D,(®) = DO) T%5 = T+ D@, (3.135)

i.e., the directivity is independent of the order of the harmonic and is some-
what broader.

Experimental measurements have been also carried out by Lockwood et
al. with a 3-in.-diameter piston source operating at a fundamental frequency
of 454 kHz. The measurements were made distances of 41 and 117 yd, both
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of which are well into the farfield (a2/\ =2 yd). The results are shown in
Fig. 3-27.
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Figure 3-27.-Finite amplitude effects of circular piston: (2) harmonic beam
patterns at a range of 117 yd. Source level 109 dB, frequency 454 kHz; (t)
range 41 yd, source level 127 dB, frequency 450 kHz (from Lockwood, Muir
and Blackstock [40]).

In the case of the theoretical cuives, a value of ry = 1 yd was chosen.

The Spherical Cap. In 1969, Smith and Beyer carried out an experi-
mental study of the radiation from a focusing spherical cap at finite ampli-
tudes. [42] To date, there exists no theory for this case. There is a theoiy for
the finite amplitude spherical wave [21] and another for a spherical cap under
infinitesimal amplitude conditions. [43] A comparison of ¢xperimental vata
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OTTNN

with the two theories is shown in Fig. 3-28. It can be seen from the figure F o
that there is fair qualitative agreement among the three curves for the funda-

men:al, but not much agreement between experiment and theory for the
second harmonic.

s

Aats’. A whmnnz. bk

e ardian e R & b

Figure 3-28.-Theoretical and experimental values of axial
acoustic pressure amplitud: for initial pressure of 0.5 atm.
— — — =Values computed from infinitesimal amplitude theory.
Subscripts !, 2 refer to fundamental and second-harmonic
componen.. (from Smith and Beyer [42]).

s MY

A second comparison with the finite amplitude theory is shown in Fig. ¢
3-29 for a source pressure of 1 atm. Here the averaged value of the experi-

mental curve is reasonably close for both the fundamental and second har-
monic.
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Figure 3-29-Theoretical and experimental values of the axisl

acoustic pressure amplitude for initial pressure of (.0 atm. -
Subscripts 1, 2 refer to fundamental and second harmonic !
components (from Smith and Beyer {42)).
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3.14 Finite-Amplitude Propagation in Tubes.

All of the previous analysis has been concerned with unbounded waves. A
body of literature has also accumulated on the propagation of finite-
amplitude sound waves in fluid-filled tubes. This section contains a brief
review of such propagation.

Earlier theoretical and experimental work on the propagation of finite-
amplitude waves in air-filled ducts was carried out by Thuras, Jenkins and
O'Neil in 1935 in the work cited previously. [27] A more modern repetition
of these measurements was made by Cruikshank [44] in 1966. A 24-ft pipe of
2-in diameter was used with an absorbing termination. The results shown in
Fig. 3-30 give the magnitude of the second harinonic in the case of a 1000-Hz

E) T T T v - LJ
Q= -
/"
] -
9 -20p > 1
8 -
z 2 P .
e
e -3 -
5 -
o
~ -40 E
-4 [+ 03 o5 o9 b 30 e~ 1
4 i A i i
L] L -1 L v T )| \ LS 1) 1
o [ 2 3 4« 3 ¢ 8 e 8 » X {11) -

Figure 3-30.—Second harmonic generation in a tube as a function of distance
from the source. Fundamental: 1 kHz at SPL of 140 dV. _ _ __. lossless theory,
Py/P, = 0/2. : Theory corrected for viscous and thermal wall effects.
....... : Experimeatal data (from D. B. Cruikshank, J1. {44]).

source. The measurements are clearly in the near field. The theoretical curve,
which takes viscosity and heat conduction at the walls into account, is a
refinement of the work of Thuras et al., carried out by Blackstock. [45])

Py o e_alx/‘/—

2
;’T =5 (—2_“73_):1_" {[cosh [(2-\/5 a)x]

(3.136)

- cos [2-/2) crqx]}”2
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where a; is the infinitesimal-amplitude sound absorption at the fundamental
frequency and p,. p, are the pressure amplitudes of the fundamental and
second harmonic.

A much more exhaustive treatment of this problem has been presented
by Bums. [46] An initially sinusoidal wave was studied for propagation in a
fluid filled tube. Equations for the scalar and vector potentials were set up
and solved by fourth order perturbation theory. The theoretical results are too
cumbersome to be repeated here, but it should be noted that reasonably good
experimental confirmation was obtained for 445 Hz waves in air. These meas-
urements were also nearfield in character. A sample of the results are shown
in Fig. 3-31 for Mach number M = 0.0316 in air. Here the fundamental and
second harmonic are plotted for three different tube diameters.

Pno
coBla@s!
1587¢m 266cm 526:m TUGE |
L Do L ... THEORY
OP——1+—AVERAGE O o 4 £ XPERIMENT ——
| st TRY @
2:3TRY P
. wd TRY d
! _ . |
2ob—

. e 7 ) ——— .
}hd . .
»6-’)5 1 2) T TTTE T T s 62 72

Figure 3-31.—Fundamental and second harmonic for air-filled tubes Fre-
quency = 445 Hz, initial Mach number 0,0316 (from S. H. Burns {46)).

Another analysis of the problem has been given by Coppens. For a duct
with rigid walls, the one-dimensional wave equation for a dissipative fluid can
be written as

32 1 a2 a2 [ at\?
PR rer * D)ty = 6 g | 5m (313)
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where
]
2 3 j
D~-sn|2 + L8
ax? @ axly ‘
8, ~ [=) ——— |v1/2 + (y- 1) [Z
TS anw)'r? Y

Here the particle velocity u = d%/dt is formed from the sum Zu,, of the
harmonic components, ¢ is the phase velocity when §=0,38, = 0, v is the
ratio of specific heats, v the kinematic viscosity and v’ the thermometric ,
conductivity. S is the cross sectional area of the duct and G its perimeter. 2
Equation (3.137) is the dissipation generalization of Eq. (3.46) and holds, &
subject to the conditions that the boundary layer separating the main stream
of the fluid from the walls be small compared with the wave-length or physi-
cal dimensions of the duct, and that the wave fronts be essentially planar
across it.

If we take the limiting case of a linear process (8 = 0) and use the
boundary conditions

PR

u(0,1) = ug sin wt (3.138)
the solution reduces to that of Kirchhoff for sound propagation in a tube
E“— = e1% sin (wr - (kg + o) x) (3.139)
0

where the absorption coefficient is given by

~ | w
ap = T 8, (3.140)

and the dispersion of the primary frequency is given by

b R L PR I R U S L O SO S S i

C12

) < e (3.141)

For the nonlinear rase, Coppens has carried out both perturbation
analysis and computer solutions by Fourier expansion. He has expressed his
results in the form of the following parameters:

1
M3 i TMﬁ, (3.142)
by aykg
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where M is the acoustic Mach number, MB/6;, which is the ratio of the
“waveform strength” Mp to the fractional loss per wavelength 2a; k), is called
by him the strength parameter. A second parameter is modeled on the dis-
continuity length £ for a plane wave [Eq. (3.33)]. If we define a dimension-
less distance d,

d= ax (3.143)

then the dimensionless discontinuity length could be represented as

= 8. (3.144)

A few samples of Coppens calculation follows. Figure 3-32 shows the relative
harmonic distortions for values of the parameters just mentioned, while Fig.
3-33 shows the profile of the waveform. The asymmetry of the positive and
negative portions of the curve should be noted.

Two other recent studies deserve mention. Keller and Millmann have
carried out a perturbation analysis of a finite amplitude wave propagating in a
wave guide of nonrectangular cross section in the absence of dissipation. [48]
The propagation wave numbers k, of the waves corresponding to the modes
of linear theory are found to be functions of the amplitude 5.

Finally, Cruikshank [49] has carried out an experimental study of the
pressure waveforms of a piston vibrating in a closed resonance tube. The
results are in good agreement with the basic theory of Chester. [50] Cruik-
shank also gives an excellent historical revi:w of work in this field.

SR |
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Figure 3-32.—Relative harmonic distortions in wave form as a function of the
dimensionless distance for various values of the strength parameter. n = number of
harmonic (from Coppens (47]).
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Figure 3-33.—Profiles (in time) of the wave form at various values of £ for different
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values of the strength parameter (from Coppens (47]).
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Chapter 4

SHOCK WAVES

The literature on shock waves is probably larger than that of all other
fields of nonlinear acoustics combined. Large numbers of books have also
been devoted to the problem. [1] Here, therefore, we shall give it only the
briefest of treatments, emphasizing fundamentals and those aspects of the
subject that have a bearing on other topics covered in this text.

4.1 The Rankine-Hugoniot Equation.

The concept of the shock wave is familiar to nearly everyone today
through the phenomenon of the sonic boom. It also, however, appears as the
result of explosions or in the flight of a high speed projectile. The passage
of a body through the air at supersonic speeds (bullet, sonic boom), or the
sudden rclease of a high pressure (air blast, shock tube), results in a rapid
rise in pressure that is propagated through the medium. Because this jump
in pressure takes place over a very short distance along the direction of propa-
gation, it is a useful and convenient approximation to assume that the rise is
instantaneous, i.e., that there is a discontinuity in the pressure. The actual
“thickness™ of the jump region is only of the order of a few free path lengths
and will be discussed in Section 4.

We shall also assume the gas to be ideal, so that p = npRT, and that
such properties of the gas as the specific heats remain constant over the
pressures and temperatures of interest,

Let us now consider flow taking place along a straight line in a tube, or
along a stream tube, of constant cross section area S. In Fig. 4-1 A4’ repre-
sents the shock front, which moves to the right at velocity V. The lines
00’ and PP’ represent plane surfaces behind and in front of the shock re-
spectively, that are also moving to the right with velocity V. In the undis-
turbed gas in front of the shock, the pressure p. density pg and velocity of
flow Vg represent equilibrium values. Behind the front (to the left cf the line
AA'), these same quantities have the constant values p, 0y, v,.

Conservation of mass (equation of continuity) requires that the mass
flow across any plane surface OQ' behind the shock must be equal to that
across any similar plane surface PP’ in front of the shock. In this notation the
surface PP’ moves with a speed V -y, relative to the local fluid, so that a

165

D D ——

- Pma e




TR R T T KT LT 7Y 1oy WYY

o eyeeqn

s E————— -

T T T - T — ey B

i

- ———

P PSS - VDU T YOV RO,

166 NONLINEAR ACOUSTICS SEC 4.1
(o] A P
gas vehind | gas in front of
shockfront | shock
{(""upstream’’) |
P = Py — p=p,
p=p, (Y} P=Pq
L= 01 I U= Uo
|
A

' Pr

F—Ax—,‘

Figure 4-1.—Passage of idealized shock wave in a tube.

mass (V - vy)pq passes through PP’ (from right to left) per second. Similarly,
the mass (V - vy)p, passes through O0’, so that

V- vy = (V- yy)pg = my. @“.1)

We call this mass flow per unit time the mass velocity m, (after Rankine).*

For the conservation of momentum, the net force acting on the vol-
ume of gas between OO’ and PP’ will be (p; - py)S. This must be equal to
the increase in momentum of the gas. Now the mass entering the volume
element per unit time is m,, so that the momentum added per second at the
left is m vy, while that removed at the right will be m vy, we have

@) - py) = m(v; =vy) 4.2)

We now consider the conservation of energy. If E is the internal en-
ergy per unit mass of gas, the increase of energy per second in our volume
element (between OO’ and PP") will be

m,[% vlz + El] - m,[li v02 + Eo],

which must equal the work done in increasing the velocity from v, to v,
P1V1 =~ PoYo-

my [15 v? + El] - m,[% v’ + Eo] = PV = PoYo- (4.3)

*it is customary to use m for this mass flow rate, but the author finds it dimensionally
confusing and has added the subscript ¢.
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Equations (4.1), (4.2}, (4.3) are known as the Rankine-Hugoniot relations,
and form the basis of virtually all shock theory.

We can eliminate vy, v; from the first two equations, obtaining

+ m’ + m;” tant 4.4)
py + —= = p; + —— = constant. :
op 0" pg

We can also calcuiate the change in the entropy across the shock front.
If Sy and S; are the entropies per unit mass on the two sides of the front

poSalV = vp) = p181(V - vy)
or,

mSy S m,S,, (4.5)
ie., since we are dealing with an irreversible process, the entropy cannot
decrease.

For an ideal gas, P=pR'T", whete R'=R/M =gas constant per unit
mass, so that we can write for £ '

CVP
E = CVT - pRrT

where ¢}, = specific heat per unit mass (at constant volume). Then, since

y=P =1+ R - R
‘y Cy Cy
= 1 _p
E=z2 — 2 4.6
y-10p *.)

That is, the energy density increase across the shock is

_ Py Py}
AE = E, - E, = _1 |1 _Po

We can rewrite Eq. (4.3) in a more convenient form:

I PR S
P1V1 = Povp = 5 ° ~vy°) + m,AE 4.3)
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which, by application of (4.2), becomes
I
5@y + Po)(vy - vp) = m,AE.

A second application of (4.2) gives

1 _ _ M [P1 Py
Since (from 4.4)
- 21 ]
- = -m —_— - - 2
P1 = Po ' [91 00] 4.4)

Eq. (4.5) becomes

1 1 1 1 |[Pr Po
- - + -— = e = | c——— — - —
21 po)["x PO] [7 - '] [Pl PO] ,
Simple algebraic transformations then lead to the final result:

Pr Py + 1) +pe(y - 1)
po Py + )+ pi(y - 1)’

4.9)

Equation (4.9) is known as the Rankine-Hugoniot equation.

Let us now obtain an expression for the velocity V with which the

shock moves forward. If we solve Eq. (4.4") for m, and use Eq. (4.1), we H
find
py-p
V - UO = L ——}———(-)— . (410)

Po po-l _ pl-l

If we now consider a shock of very small amplitude, such that p, = p, +
8p, py =py + 8p, 8p/py. 8p/py €1, Eq. (4.10) reduces to

- .
V-vy = ,/-ﬁ @4.11) R

!
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SEC 4.1 SHOCK WAVES 169

If the fluid in front of our weak shock is at rest, vg =0. In any event, the
quantity V -vg is the speed of the shock relative to the fluid in front of it,
and its value is correctly given by Eq. (4.10). Appropriate substitution for p;,

! 5 i
Co
b e e e b e b .mmmJ

. . lim &p _ wo .
py in Eq. (4.9) will also lead to the result 500 3p —p:,l.e., the shock 1
speed becomes equal to the small amplitude value of the sound propagation !

' speed.

Equation (4.9) can also be solved for the ratio p, /pg:

pr_ oy + 1) = po(y = 1) (4.12) |
po Pyt 1) =py(y - 1)

It is useful to express the values of the various parameters before and
after the shock in terms of the shock strength n, defined as the ratio or the
pressure jump to the quiescent pressure in front of the shock:

P — Py P

or — =]+
7o N (4.13)

n:

The speed of the shock front u(= ¥ - vy) relative to .he fluid ahead of
it is then given [Eq. (4.12)] by

1/2
pon
W= V-vy = | ——— 4.14)

20
p P :

where use has alsc been nade of Egs. (4.9) and (4.13). A further application
of Eq. (4.9) and collection of terms yields :

TP +
Po 2y

/ 7*7177 :co[l 1l ] (4.15)
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The similarity of this equation to the propagation velocity of a finite
amplitude harmonic wave [Eq. (3.28)] should be noted. For an ideal gas,
Eq. (3.28) becomes

(3.28")

For waves of modest amplitude, we expand the bracketed expression in
(3.28'), keeping only the first two terms. Then

v :co[l + 7;’ L Ci] (4.16)
0

which is the same as the corresponding expansion of Eq. (4.15) if we identify
2yug/cq as the equivalent of the shock strength.

The temperature ratio T /T across the shock front can also be found.
From the general gas law,

Ty py» P

1 1 F0 0
—_— e — = (] + —— 4.17
Ty~ Po P ( n)pl (4.17)

while Eq. (4.9) can be put in the form

Pr _ 2y +n(y + 1)

p0 2y *aly -0 “.18)
Combining Eqgs. 14.17),(4.18) we get

LA SR Rl) (4.19)

To 2y +n(y + 1)° '

Some interesting consequences follow from these equations. Suppose,
for example, that pg is equal to atmospheric pressure, while p; is 101 atm.
Then the shock strength n=100. For air, ¥ = 1.4, and we have

—_ =57 — =177
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Actually, in the limit of large n (strong shocks), ’
|
i

p +
2,7 I=6(air) .
pg Y -1 !

and :

Ty y-1] _1+q, .
.?0-»(14»1))[7*]]— 3 (air).

T

That is, the density cannot become greater than 6 times the density of the
gas ahead of the shock front, but the temperature can increase linearly with
the shock strength. We therefore have a mechanism of achieving very high
gas temperatures with only relatively modest density changes, that has been g
used in investigation of gas reactions under such conditions. [2]

T T
.

4.2 The Shock Tube.

While much experimental information can be gathered from a study of ;
blast waves, sonic booms, etc. in the open atmosphere, the most detailed .
' comparison of theory and experiment has been provided with the use of the 4
shock tube. Such a tube is pictured in Fig. 4.2. |

Such tubes are usually constructed of glass or metal with diameters of
« few inches and lengths of about one hundred diameters. The tube is made
in two sections, separated by a thin, expendable diaphragm. Each section has
separate pumping facilities. The high pressure end is usually about 1/6 the
entire length of the tube. A window is placed in the side of the tube for
photographic purposes.

In operation, the high pressure end is raised to a level ranging from a
! few to several thousand atmospheres. The diaphragm is then ruptured and
the gas rushes down the tube. A shock front will be formed in a distance
equal to about 10 diameters. The structure of the wave as it passes down the
tube is indicated in Fig. 4-3. When the diaphragm is ruptured, high pressure
gas moves forward. The most advanced front of this moving gas is known as
the contact surface C, It begins at the diaphragm position and moves for-
wa:d with the flow velocity v. This plane corresponds to the paosition defined
by m,;=0 in the Rankine-Hugoniot relation. We can see immediately from
Eq. (4.4) that the pressure will have the same value in either side of this sur- _
face, while Eq. (4.3") indicates that the velocity will also be continnou-. |

The shock front S travels with supersonic velocity and pulls away from |
the contact plane. At the same time, the expansion of the gas, initially to the
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8 Diaphragm Section

(b)

Figure 4-2. ~Form of shock tube: (a) sketch of longitudinal cross section;
(b) photograph of actual installation (from J.J. Lacey, Jr. [3] p. 135).

left of the diaphragm, results in a region of reduced pressure or rarefaction
that moves to the left from thz diaphragm. The foremost part of this wave is
known as the “*head” H, while the trailing part is called the “tail”’, T.

Another way of expressing these curves is by a plot in the £,x plane (the
so-called x/t diagram). Here + measures the time elapsed after rupture of the
diaphragm and x is measured from the diaphragm, positive in the direction
of prapagation of the shock.

The four dividing plane surfaces in Fig. 4-3 correspon¢ to the four
lines in Fig. 4.4: S =shock front, C = contact plane, T = tail rarefaction,
H = corresponding head.

The gas in the shaded areas (1.5) of Fig. 4-4 is at rest, ahead and behind
the shock. The gas in region 2 moves forward while that in region 3 moves in
part in both directions. The gas in region 4 moves to the rear.

Whei the various wave fronts (S,C.H,T) reach the ends of the tube, they
will be reflected back upon themselves. The velocity of the rarefaction wave
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Figure 4-3.-Distribution of various parameters in a shock tube

(from Stephens and Bate [1], p. 496).

173

the front H is greater than that of tke shock front, so that it will ultimately

catch vp with the shock.

In such a reflection, the characteristics of this reflected wave are modi-
fied as it succcssively overtakes the trailing edge of the rarefaction and the
contact surface, as well as its final termination at the shock front iiself.

Sd1x 2LckmMins A i tadra Tl |
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OO it anc

———l Y
Figure 4-4.—Space-time plot of shock wave: § = shock front, C = contact plane, T = tail
rarefaction, A = corresponding head. The numbers correspond to those of Fig. 4-3.

4.3 Reflections of Shocks.

The reflection of a shock wave from a rigid wall is considerably more
complicated than simple acoustic reflection. We consider the case of normal
incidence, as is illustrated in Fig. 4-5. The dashed lines indicate the behavior
of particles at several points in the medium.

The air in region O is at rest, with downstream parameters vy = 0, py,
Py, €o- As the incident shock approaches the wall, the air particles are
pushed toward the wall (region 1). This is the upstream region of the inci-
dent wave, with v=v,. Finally, region 2 is the region behind the reflected
shock, with the air again at rest, so that v, = 0.

We carry out the analysis of each shock wave separately:

1) Incident shock, In this region, the origiral equations {(4.10) and
{4.12)} remain valid and we can write (ref. 2, p. 53)

2 _P1-Po 2Po (1 - u?)
V) = —(p, - pg) = (1 - 1)} = 4.20
1 o1 Py - py) = ( ) %0 7+ @ (4.20)
where
2.0-D A
(7 +1) 4 po ' (421)

PR PR R
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region 1

Reflected
shock

region 1 / /

incident
shock

|
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Figure 4-5.~Space-time plot of shock wave reflection at normal incidence.

2) Reflected shock. The flow velocity u, =0 will be given
equation similar to (4.20)

’ p - 2
U22 = (17 - ])zp—: (-[:_—#3])
-+ i
us

175

by an

(4.22)
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where now 7' = p,/p,, while the other symbols are the same as before.

Equations (4.20), (4.22) can be solved for the ratic of the excess pres-
sures after and before reflection (p; ~ pg)/(P = Pg). Physically, this repre-
sents the ratio of pressure increase in the reflected shock to the pressure in-
crease in the incident shock. We solve (4.20) for 7’

.=P2=(2u2+1)1r-u2

7 , (4.23)
P1 uim +
whence it follows that
- 2
PazhPo_ 12w (4.24)
Py

For a sound wave, the pressure doubles upon reflection, which follows
here also in the weak shoc.” limit p; > p,. In general, however, the ratio
approaches

2+-13=2+7+:
u T

as p, becomes large, and the resulting ratio can be quite large (= 8 for air).

4.4 Method of Characteristics.

Riemann’s method of characteristics, introduced in Section 3.3, is very
useful in the treatment of shock waves. Let us consider the case of a uni-
form tube in which a piston is accelerated instantaneously to a constant ve-
locity. This is the idealized behavicr of the shock tube.

For an ideal polytropic gas (i.e., a gas for which v is constant), 2(p)
[Eq. (3.36a)] can easily be evaluated in the isentropic case. Using ¢t =
P/P, P/PY = Po/py’ . We obtain

-3
P (" 5
Pop Py’ 0

1/2 ‘

_ 2 [7!’0]/ y-11 _ 2 2cg (6.25) _ -
-1 2 -1 ¥y -1 :

Y po’ P Po Y v - { y

e i

A & ]
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Since we are only interested in the representation u £ £ = const (along the
characteristics), the constant term is usually equated to zero so that Egs.
(3.36a) become

Loty or

] P=u+ L. const
y - i
‘ (4.26) !
= 2 :
Q=u v const . :

r——

' If a wave disturbance starts from x = 0, ¢ = 0, it can clearly be broken up
} into the two simple waves, P, Q, traveling in opposite directions. If we follow |
the P wave (Fig. 4-6) we see that P =u + 2¢/(y - 1) along its charactetistics. . ;
In the same region (x > 0) Q will remain what it was at x,¢2=0, ie., u =0,

0 =-2¢cy/(y-1). We can thus evaluate P. From(4.26), F-Q = 4c/(y - 1).

Using the value of Q above, we then obtain

g1

[ U PR

4c 29
= - = +
| P o Sl (alongdx/dt = u + ¢)
: (4.27)
i -2CO
' ! Q= o (everywhere).
% A similar pair can be deduced ior the Q wave.
E phase Q wave t T phase P wave
i
i
!
,i
‘
‘ .
—_—
] Figure 4-6.—Riemann treatment of shock waves. x ‘
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We now turn our attention to the characteristics for a wave undergoing
steady acceleration so that its velocity increases from 0 at x=0, r=0 to
some final value,

For the Q waves in this case,

|

1
i
i
3
¥
3
i
3
3
i

@@ _
dr u-c i
2c 1 :
P=u+72_cl=+7_leverywhere %
(4.28)

_ 2c _ ;
Q-u-m-const. i
Again making use of Eqs. (4.26), we obtain :

4c 2¢q 4c

= P o = -

Q e B Bl | (4.29)
on the curve dx/dr =u - ¢ and, using the form of Q in (4.28) we can write ;
]
2c 2¢q 4c ' !
=u - = - 4.30 : :
0 e (4.30) ]
i
or, solving for u )
4
2Aey - ) .
N CO -C 'i
us = (4.31) |
i
This enables us to write for ¢ and u
_ 2 vy -1 dx P
¢ 7+ 1 ‘ - y +1dr
(4.32) 1
y+1 7 Y¥1ar j
1
E
or 3
dx _ v + 1
E = 3 u - Co-
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Figure 4-7.—Wave pattern due to steady acceleration of a piston i :

in uniform tube (after Bradley [1], p. 40). 3

_5

!

In the region to the left of the line defined by dx/dr = ug - ¢y (ug =0, %

x =0, at t = 0), the fluid is always at rest, so that all the Q characteristics will %
be straight lines with slope ~1/c. f
1

The path traveled by the piston has the parabolic shape shown. The i
other Q characteristics will be found from (4.32). As the piston gains speed, B

dx/dt becomes a smaller negative number, so that the slopes in the ¢,x plaiic
become steeper.

For the P waves,

PV PO R TR T ey

2¢
P=yu+ 2 _ _4c 0
y-1 -1 v-1
- _ 20
Q—-7-l
dx _
E? u + c.
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In front of the wave u = 0, and we have the characteristics defined by

dx
o =u(=0) + ¢p.

The slopes of these characteristics decrease as the piston increases in speed.
Hence a “focusing” of the characteristics takes place—i.e., a shock wave is
formed.

Let us now take the limiting case of instantaneous acceleration of the
piston. The shock is formed at the origin. In the case of Q characteristics,
the situation is the same as in the previous case, except that the piston now
moves with a constant velocity up (Fig. 4-8). All the characteristics between
the head of the rarefaction wave in Fig. 4-8 and the piston now terminate at
x=0,1=0, and the shock wave is formed instantaneously at the same point.
There are then S portions in our diagram. In areas 1 and 5, there is no mo-
tion of the fl. . and all Q characteristics have the form dx/dt = -¢. In re-
gion 4, the characteristics have the form x = (u - ¢()t and fan out as shown.

‘ _—A-‘/
/)

Figure 4-8.—Wave pattern (Q waves) due to instantaneous piston acceleration.
Numbers correspond to those of Figure 4-3 (after Bradley (2], p. 42).

it b it
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We note that when the piston reaches a speed u; # 2c4/(y - 1), the
rarefaction pulls away from the piston, leaving a vacuum behind, between the
tail and the piston. For such a condition

PR
ur = <o
This equation defines the tail of the wave.

The tail of the wave will have a slope defined by the speed u; attained
by the piston. This also defines a set of parallel characteristics that fill re-
gion 3.

The last region to be considered is 2, between the piston and the shock.
Here dx/dt=0 and the characteristic curves are vertical lines. This corre-
sponds to sonic flow,ie.,u=c = 2co/(y + 1).

It should also be noted that the tail of the rarefaction wave may move
to the left or right (Fig. 4-8) depending on whether the flow in region 3 is
subsonic or supersonic.

The similarity of Fig. 4-8 to Fig. 44 should be remarked. They are in
fact the same.

A photograph of the development of the waves in a shock tube, taken
by means of the schlieren technique, [2) is shown in Fig. 4-9. Most of the
characteristics discussed above can clearly be seen;in particular, the head and
tail of the rarefaction waves, the contact surface (split in two) and the shock

p-—-— 7o) D ————— ]

Figure 4-9.—Development of shock wave in tube. Photograph taken by schlieren photo-
graph at Institute of Physics, University of Toronto (from Bradley {2], p. 50).
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front are all visible. The wave is not a centered one, i.e., the characteristic
lines do not extrapolate back to a single point as in Fig. 4-8, but are spread
out as in Fig. 4-7, indicating the finite time of acceleration of the piston.

4.5 Shock Wave Structure.

The previous section described various aspects of the fluid flow behind
the shock. The behavior of the fluid in the immediate vicinity of the shock
front should also be of special interest to us since its features are most closely
related with those of nonlinear acoustics.

Thus far we have idealized our shock as a mathematical surface of zero
thickness. To proceed further, and to consider finite thickness, it is neces-
sary to refer back to the conservation equations of a continuous medium (see
Sections 1.6, 3.1). For the one-dimensional case, these are

d%(pu) = 0 (continuity)

du _ dp d du :
U—== - + -d;[bn dx] (momentum)

df_ o du], df dr (4.33)
Ix|TPT M| T x| O

4

_ou_dfpl o ful
y - dx[p_ ' "“dx[:] (energy).

In the second of the equations above (the one-dimensional Stokes-
Navier equation), the viscosity term is included as a variable rather than the
constant quantity used in Eq. (3.43). The early analysis of st.ock wave thick-
ness by Becker {4] did not include the possible variation of the viscosity at
the high temperatures achieved in the shock zone. Therefore, his results are
valid only for weak shocks. (See alsc the paper by Thomas. [5])

Our analysis follows in part that of Shapiro and Kline. {6] The con-
tinuity equation can be integrated immediately to give

pu = m,, aconstant, (4.34)
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After substitution of u = m, in the first term of the Navier-Stokes equa-

tion. we can integrate it immediately, obtaining

= F, a constant. (4.35)

The constant F can be evaluated upstream, where the flow is uniform, so that
du/dx =0. Then F=mu, +p,.

Proceeding in the same fashion, we integrate the third of Egs. (4.33)
to get

pu—bnu%-n%+%% +m,%2—
= G = constant
} e B u’ (4.36)
'P1“1+7_1pl+mt 5

where the constant G has also been evaluated upstream.
If we make use of the ideal gas law p = pRT, the energy equation can be
rearranged to read

2
Y du?) x4 oo T g 4.37
y -1 bn dx Rm, dx (pu) ' (4-37)
while the Stokes-Navier equation can be written
2 .1 du
pu - Fu - mu*® + 3 bn — o (4.38)

If we eliminate pu from these equations, we get the nonlinear differen-
tial equation

1 ku d? 2 1 bn deuzl
“IR ,dxz(u)+[27-l+ﬁ]dx
’ (4.39)
K du 7y +1 u? Y o
Rm, Ix 7_]m’—2+ -IFIJ-G
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This equation has been solved by Becker [4] for the case of constant
viscosity, and for the specific valve of the Prandtl number P, = cpn/)\ =0.75.

The flow velocity has a number of requirements built into it. Up-
stream it must have the value u,, downstream, u,. In the Becker theory, the
velocity at the inflexion point (d2u/dx2 = 0) is required to be ¢* =\ u,.

To satisfy these conditions, Shapiro and Kline expressed u in terms of
the error function

x<0 wu=c"+ (u -c" erf (-x/xp)
(4.40)
= U x
x20 u=c"+@Wuy-c"ef| [—=
uy Xo
where

2 (7 -e2)2
erf (z) = - dt 4.41)
0

and x; is a constant still to be determined.
We define the shock thickness § as

Uy = U

5 = Gajan, (4.42)

and determine X by requirement that Eq. (4.40) be an exact solution of
(4.39). At the inflexion point x = 0, we get the resuit

5 Mt
n (4.43)
2 M

where M,* =u,/c* is the ratio of the upstream flow velocity to the inflexion
point velocity.

We now proceed to eliminate x,. Making use of Eqs. (4.39)-(4.43),
and denoting the values of the transport parameters at the inflexion point by
asterisks, we obtain the following expression for the shock thickness &:

.n‘ D Ml""l
prup Yyt 1 M* -

. 211/2
S T O I (4.44)
iyt p2 M
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M2+
D=i+_21_[7+1:| 1 (4.45)
3 Ml"

S 7+l“l_
M == = (4.46)

A comparison of the curve (4.40) and Becker's solution is shown in
Fig. 4-10.

Typical thicknesses computed by Shapiro and Kline are shown in Fig.
4-11. 1t should be noted that the evaluation of T presents some difficulty.
Becker found that the adiabatic stagnation temperature T, remained constant
throughout this region and that T* = 2T,/(y + 1) in this gas. Shapiro and
Kline used this value and the standard expressions for the temperature de-
pendence of n and k.

The shock thickness is often expressed in terms of the Reynolds number

e = ——. (4.47)

Figure 4-10.-~Comparison of Becker's exact velocity distribution
(for P, = 3/4, Ml = 2.0 and k£ = 1.4) with arbitrary error curve,
symmetric cosine curve and Eq. (4.40) (from Pain and Rogers
rn.
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Figure 4-11.-Effect of shock Mach numbex in front thickness
for diatomic gases (from Pain and Rogers [7]).

For weak shocks (M,* - 1), Eq. (4.44) reduces to

4 14 g -1 1
Re ~ - -+ . 4.48)
+l[3 P"]Ml"‘ (

The thickness 8 should be compared with the thickness of the finite amplitude
wave as given by Eq. (3.87).

A calculation based on Eq. (4.44). valid for diatomic gases is shown in
Fig. 4-11. The solid curve represents the case of zero bulk viscosity, the
dashed curve that for a bulk viscosity arbitrarily set at 2/3 the shear vis-
cosity. Experimental points by Sherman [7] are also given. The agreement
is quite satisfactory.

The agreement shown in the figure suggests that the measurement of
shock wave thickness would be suitable for the determination of the bulk
viscosity coefficient.

4.6 Shock Thickness in Liquids.

In liquids, as the equivalent to (4.40), one usually employs the hyper-
bolic tangent curve
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where p,, p, are the pressures up and downstream and & is again the shock
thickness. If we use pressure as our variable, Eq. (4.42) becomes

Py - by
(dp/dx)max

This can in turn be related to thermodynamic parameters

[l 6bn + x(cl cl >] o
- ¢ c—
) q D 4.51)

where §, b have the values defined by Eqs. (3.33) and (3.44).

Experimental measurements of this thickness were reported by Flook
and Hornig in 1955. [8] Their technique may be understood by reference to
Fig. 4-12.

Figure 4-12.-Optical system for measuring shock thickness
in liquids: § = source, 4.8 = focusing system, W, W, =
windows, F = shock front, P.M. = photomultiplier (after
Flook and Hornig ({8]).

A monochromatic light is passed through a window in the shock tube,
is reflected out through a second window and focussed on a photomultiplier.

The reflectivity of the advancing shock front could be rneasured and
then related to the density variation. Such a technique had been widely used
in gases, but its success in liquids has been limited.

YN m.‘.ﬂ
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In 1964, Eisenmenger [9] presented a new technique. In his experi-
ment, shock wave microphones were used to measure the rise time of the in-
cident pressure pulse. The times were determined by a frequency analysis (in
the 100-1000 MHz range) of the output signal from the piezoelectric

transducer.

A comparison of Eisenmenger’s data with those of Flook and Hornig
for acetone is shown in Fig. 4-13.
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Figure 4-13.-Shock front thickness in acetone as a function
of pressure jump: eee 26°C [7], coo 19°C [8], XXX
50.5°C (8], theoretical curve (from Eisenmenger {9]).
Table 4-1 .
(largely from Eisenmenger {9])
T. c, a/v?, B/A aps,
10° 10717 1073
|
cm/sec c:m'l/s.ec2 cm-atm
Theoret. Exper.
water 16 1.46 27.5 49 1.7 7.1
acetone 19 1.19 30 9.2 1.74 1.64
CCly 20 0.925 500 8.5 23.2 21.1
Toluene 20 1.328 80 5.6 11.5 1.3
7.9 8.8
Methanol 20 1.12 34 2.6 1.49 1.74
Ethanol 20 1.117 52 10.5 2.50 2.8
. \ & \
(O \\
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The results of Eisenmenger’s work for a number of liquids are shown in
Table 4-1. The calculations here are an interesting blending of acoustic ab-
sorption theory (the role of the bulk viscosity) and nonlinear acoustics (in
particular the nonlinear parameter B/A). At the time of the Flook-Hornig .
work, the theory of ultrasonic absorption in liquids was very imperfectly b
known, while quantitative knowledge of B/4 was almost entirely lacking.

The agreement that now exists between the experimental values of the shock
thickness and the values computed by means of the better established values
of @ and B/A is reasonably satisfactory.
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4.7 N Waves. The Sonic Boom.

g

As has already been observed, the rapid passage of fluid over the surface
of a solid body can give rise to a shock wave. In a study of “ballistic” shock
waves in 1946, Dumond, Cohen, Panofsky and Deeds [10] introduced the
term NV waves for this phenomenon, since the pressure profile of the wave is
approximately that shown in Fig. 4-14.

1 praessure

B Al R e e o s LE R

time
Figure 4-14. - N wave.

The buildup of a shock in the neighborhood of a speeding projectile in
air (or the formation of the analogous bow wave in the case of a fast moving
4 boat on the surface of the water) is a direct consequence of the medium’s in-
ability to move the wave fast enough out of the way of the oncoming source,
so that there is a substantial compression of the medium just ahead of the
projectile. The form of the wave front in this case can be obtained from a
consideration of Fig. 4-15.

In the figure, a source of sound is moving to the right with velocity
v =1.6 ¢y. The points A,B,C.D,E are the positions of the source as observed -
after each of a series of equal time intervals At. ‘

The spherical waves set up by the source when it was located at each of _
these points are shown at corresponding later times. Thus, when the source
reaches B, the sound from point 4 will lie along the curve B, of radius
cgAt. When the source reaches C, the sound from A lies along the curve C’
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Figure 4-15.—Generation of sonic boom.

[radius ¢g(2Ar)], while the sound from B lies along C" (radius coAr). The
other curves are similarly drawn when the source is at D.E.

The trace of the resulting wavefront is then given by the tangent curve
shown. The angle 0 made by the front with the direction of motion of the
source is then

Smg_i‘ﬁ_ﬁﬂ:%:

AE ~ 0(aAr) (4.52)

L
M L

where M is the Mach number. The front of the NV wave therefore moves out
over a conical surface.
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The N wave differs from the shock waves discussed previously in that
the pressure is not constant behind the shock front. Therefore, some of the
formulas applying to that case require modification. In the elementary treat-
ment of Dumond et al., this was not taken into account.

If we write the Earnshaw relation (3.258) in terms of y=(B/4A) + 1,
we have

ot 11
ot | ¢
(r - 1)[1 + 3;]
or, since
1
-1
i = _p. Y = ]] + gg y
Py Py a
we obtain
-1
2C0 2—’7
D
u-u, = ~— . 4,53
-2 059

If we consider a coordinate system moving with the speed of sound ¢, then
u=-cqo when p=p,, then Eq. (4.53) yields

v+
vy -1

uo-‘-'- C.

Dumond et al. combined the equations of continuity (3.10) and motion (3.16)
in Eulerian form and substituted Eq. (4.55) to obtain a rather cumbersome
equation for the pressure. This can be simplified by writing p = py(1 +¢),
expanding and neglecting terms of order ¢2. The final result is

y+1  op _3dp
a1

or
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This is the speed with which the pressure p moves relative to the center
of the NV wave (where p=0, u=cp). Hence two points with pressures cor-
responding to the values ¢,, ~, will separatc at a rate twice that of Eq. (4.54)
or [(y+1)/7]cye. If we go back to Eq. (4.15) we see that the value of
(4.54) is just twice that for the elevation of the speed of a weak shock above
that of the speed of sound. The reason for this apparent discrepancy may be
understood from Fig. 4-16 and is associated with the weakening of the shock
front.

Figure 4-16.-Degradation of N wave.

In Fig. 4-16, the discontinuity AC moves to the right, with a speed
[(v + 1)/47]) cyd4 relative to the forward motion of the point J. In some
small time interval 81, it therefore moves to the x position C'. Now, the excess
pressure pod, moves to the right at twice this velocity, reaching the line
AC'. The peak of the front has therefore moved only to the point A"i.e.,
the peak pressure in the shock has fallen to the value py¢,~. Since the re-
verse holds at the tail of the wave, the rate at which the entering wave in-
creases in length is given by

aL _y+1 (4.56)
ar 2y 0%

The rate at which the amplitude decreases can also be determined from the
geometry of Fig. 4-16. From the similarity of triangles 04"C" and OC'C’,
we cbtain

1 v +1

b _oc  IHTTH c°¢*‘8'21_7+10_o¢ 5
%0 oC 1, AR 2y L4
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and in the limitas 6t -0

d¢ _ 7+1"_O¢’2

dr 2y L

(4.57)

The energy £ in the N wave is proportional to the length of the wave L and
to the square of its amplitude ¢. Hence the logarithmic derivative of £ with
respect to time is given by

TdE _1dL  2d¢ _ _(y+1)¢
Far LTat "ear-~ 2y (4.58)

which is the rate at which energy is lost per unit distance in a direction nor-
mal to the shock front.

The usual problem presented by a sonic boom is the strength of the
shock as perceived by an observer on the ground when a supersonic plane
has flown by on a horizontal trajectory. Equations (4.56){(4.58) applied
strictly only to a plane N wave, but will serve as reasonable approximations
if the radius of curvature of the wavefront is large compared with the wave-
length L.

The geometry of our problem is shown in Fig. 4-17. In the time inter-
val considered the airplane flies from the position 00’ to the position AA4".
The sound emitted from position OO' is contained in the V wave that has
reached the shaded region by the time the airplane has reached A4'. (The
“head™ wave lies along HA', the tail along T4.) The perpendicular distance
¥ from the center of the N wave to the line of flight is known as the miss
distance.

Figure 4-17.—Geometry of the sonic boom

e e
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By the application of some tedious algebra, Dumond et al. obtained ex-
pressions for the N-wavelength L and the amplitude factor ¢ as a function of
the miss distance that are valid for relatively large miss distances.

_ 26t 1) 12

1/4 -
ey mab A GRS S (4.59)

-3/4 ~1/2+-1/2
SV rSal(! -yo”z) . (4.60)

©
]

Here y, = y/c,,and ¢y, c, are constants which depend on the geometry
of the shock source. At large miss distances then,

¢ = const y‘3/4

(4.61)
L = const y”4.

A more sophisticated analysis by Whitham [11] leads to the farfield
bow-shock pressure generated by bodies of revolution:

_pk,m? - it
= K. <.
(H/Q)3/4 ¢

(4.62)

Here D is the equivalent body maximum diameter, K a shape factor, K, a
reflection factor for amplification by ground reflection; K, is theoreticaily
equal to 2. M is the Mach number, € the length of the aircraft, p the local
pressure, i the miss distance; 4 has the same dependence on the miss distance
in Eq. (4.61).

An experimental verification of Eqs. (4.61) is shown in Fig. 4-18 which
shows actual recorded pressures (flight signatures) from flights of a fight air-
plane at various altitudes. The dashed lines indicate the theoretical depend-
ence, in line with Egs. (4.61).

The detail of the near field signature (h = 60 ft) is due to shock fronts

from varicus separate parts of the plane. These gradually blend into the
characteristic NV wave for the far field. [12]

It is of interest to compare the decay of the N wave with that of the
sawtooth {Eq. (3.52)]. The pressure step Ap,,,, for the sawtooth is given
by that equation

20n
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Figure 4-18.-Flight signature. Experiment; _ . o

Theory (from Carlson, Mack and Morzis [12]).

where £ is the discontinuity length. For the N wave, we rewrite Eq. (4.57)in
terms of the pressure step Apy = 2pyé:

APy yt1fe dr
(APN)Z 2y L 2pg
or
-1y tl Col
(ApN) 7 L2pg + const.

with ¢nt =x. At t =0, the pressure step Apy is maximum, Ap , so that
0 P papy max

-1 ='7_".l * -1
(Apy) 7y m + (APmax)

or

o e m——— -
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If we regard the length L of our N wave as the effective wave length
Ay so that the discontinuity length € can be interpreted as

2
2 2p0¢0 L
Q= e e— — = 4.64
Tt Appgx 27 (464)
then Eqg. (3.52) may be written (ypg = poco2)
Aprax2mt
APN = X 2mT (4.65)

which corresponds to Eq. (3.52) for x > 2n%.

The major difference between the phenomenon of the N wave and that
of the finite amplitude sawtooth waves discussed in Chapter 3 is that the
“wavelength™ L increases as the V wave propagates, while the wavelength of
the sawtooth remains fixed at the value for its fundamental component.
While the result is rather obvious, it is perhaps not without merit to consider
the effect briefly. An instantaneous picture of the protiles of the two types
of waves is shown in Fig. 4-19.

In the case of the N wave (Fig. 4-19a), the wave B moves forward rela-
tive to the midpoint O at the speed given by Eq. (4.54), speed which is one-
half the value of dL/dt in Eq. (4.56). Similarly, the tail wave T drops back
(behind 0) at'the same numerical rate. As has been pointed out previously,
the lengthening of the shock coincides with a weakening of its intensity from
the same mechanism.

For a periodic wave of nearly sawtooth shape (Fig. 4-19b) the spread-
ing out of the length of the wave is not possible. As Blackstock has demon-
strated in his treatment of the range of finite amplitude propagation between
those governed by the Fubini and Fay solution (Section 3.8), the maximum
particle velocity moves forward within the wave, but is cut off in its further
motion upon its approach to the discontinuity. The waveform therefore
stabilizes ir. the pattern shown in Fig. 4.19b and decays while remaining in
approximately that shape.

4.8 Underwater Explosions.

The explosion of TNT or similar material underwater produces a shock
wave with special features of its own. Besides its obvious practical military
significance, the study of such explosions has provided insight into shock
wave propagation, involved the interrelation of viscosity and finite amplitude
effects, and the explosions themselves can serve as acoustic sources in long-
range propagation studies.
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(b)
Figure 4-19.—Comparison of N wave ~nd the nearly sawtooth sound wave.

For these reasons, it is appropriate to discuss the phenomenon briefly
here. For the mathematical details, the reader should consult the works of
Arons [13] and Cole, [14]

When an explosive charge is detonated underwater, the initial solid ma-
terial of the charge is converted rapidly into a sphere of gaseous products at
high temperature and pressure. Since the water offers only the relatively low
hydrostatic pressure as resistance, the sphere expands rapidly. This expansion
lowers the pressure in the bubble so that the bubble reaches maximum size
and then contracts under the hydrostatic pressure. This in turn causes a
buildup of pressure outside the bubble, so that it is ultimately compressed to
minimum size, and then expands once again, repeating the original oscillation.
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During this oscillation, however, several events take place which cause
the oscillation to be attenuated so that no more than 5-10 pulsations occur,
First, the bubble rises (migrates) under the influence of gravity. This converts
some of the potential energy of the bubble into kinetic energy of the water,
so that there is a steady loss of energy from the bubble.

Next, a pressure pulse (shock wave) is emitted from the bubble each
time it passes through its minimum size. This also extracts energy from
the source.

Major success in treating explosion phenomena has come from the de-
velopment of scaling laws. In 1947, Friedman [15} pointed out that the fol-
lowing scale factors are appropriate for length L and time T

3E~ 1/3
- 41rP'_

1/2
T = LBD‘Z.]

where £ is the total energy to be associated with the bubble oscillation, P* the
absolute hydrostatic pressure at the location of the explosion and p the equi-
librium density of the liquid. These can also be expressed in terms of the bub-
ble energy per unit mass of explosion € (in cal/gm), the weight of the explo-
sive W (in pounds) and the equivalent water depth of the pressure p*—
Z* =27 + 33 (in feet). In terms of these rather bizarre units, we have

(4.66)

W 1/3
= 1/3 |22
L = 1.733¢ [Z‘]
(4.67)
T = 0.373¢!/3 Wii3 )
(2*)5/6

A fundamental theory of explosion shock wave propagation has been
developed by Kirkwood and Bethe {16] and is developed in some detail in
the book by Cole. The results of this theory give the following relationship
for the pressure pulse amplitude at the distance R (ft from explosive source of
W lbs.)

1/3]113
Py = K, [&’R_] (4.68)
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where K| is a constant characteristic of the explosive, equal to 2.16 X 104 for
TNT in the units used.

A graph of experimental results {17] is shown in Fig. 4-20, indicatiug
substantial agreement with the theory over variations in explosive charge and
depth by a factor of 1000 or more.
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Figure 4-20.~Shock wave in underwater explosion. The peak pressure is plotied as a
function of the reciprocal distance (from A.B. Arons [17]).

s ettt s anan

ddtindn it o il




T

TSR e ey

s e —

3 - R A T = e e G £ 6 A ' i 7 =
Ry T YTy R nian 'y T T ET TR o 7 ey sy T TR PR STy~ TV Sm— ks i e 3’ Lk

200 NONLINEAR ACOUSTICS SEC4.8

The shape of the shock pulse is also predicted by the Kirkwood-Bethe

theory. The relation of the period T of the first oscillation from an explosion
at a depth d is given by

wi/3
P Kk, (Z‘)5/6

(4.69)

which is of the same form as Friedman time dimension [Eq. (4.67)]. Ex-
perimental results [18] (Fig. 4-21) also confirm this dependence.
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Figure 4-21.—First bubble period as a function of total hydrostatic
depth. £(=z%). @ (1949), 0 1961, + (1963), & (1964), (all Naval
Ordnance Lsboratory); X Underwater Explosives Research Lab-
oratory (1947); o Hudson Labs (1963) (from Blaik and Christian

(18]).

The interconnection of viscosity and shock propagation has been studied
by Arons. As in our discussion of finite-amplitude wave propagation in
Chapter 3, we found that the role of viscosity in blunting the steepness of the
rise and decay times of the pressure peak is counteracted by the role of finite
amplitude which tends to sharpen the pressure peak as it passes through the
medium. A comparison of the results of this theory with experimental
charges at two depths is shown in Fig. 4-22.

Weston [19]) has pointed out that the Fourier energy spectrum of an
exponentially decaying pulse can be written as

2P,

I 2
PCy [-—2 + w
fo

E(w) =

* ~
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Figure 4-22.—Comparison of measured and theoretic shock wave
pressures, normalized to the maximum pressure. § is the total
hydrostatic depth (=2*) (from Blaik and Christian [18)).

where Py is the initial peak pressure and f, measures the initial decay of the
pulse. For zg, Arons used

1/3] 0.22
ty = Sswl/3 [E’R—]

while Weston employed a slightly larger value.

Each succeeding bubble pulse has an energy spectrum as does the origi-
nal shock wave. The combined effects of the shock wave and the first two
bubble pulses is shown in Fig. 4-23 for a 1-Ib charge at 20 fathoms. The os-
cillations near the center of the curve are due to the bubble oscillations.
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The propagation of this encrgy spectrum will be modified by the pres-
ence of absorption in the medium. On the other hand, the detection of this
explosive material can serve as a measurement of sound absorption in the
medium.

This technique has been used widely in connection with the SOFAR
channel to measure « at low frequencies. Figure 4-24 shows a variety of re-
sults by this technique, while reference 20 gives a critique of some theoretical
aspects of the problem.
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Figure 4-24.~Sound attenuation coefficients obtained from analysis of
underwater explosions (from R. J. Urick {10}).
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Chapter §

AEROACOUSTICS

5.1 The Lighthill Equations.

It was pointed out in the Introduction that Rayleigh [1] had developed
an equation for the scattering of a plane wave from small inhomogeneities in
which the d’Alembertian of the pressure was placed on the left side of the
equation and all other terms were placed on the right side, where they formed
an equivalent distributed monopole source strength. In his subsequent argu-
ment, Rayleigh retained only the principal terms, which involved the degree
of inhomogeneity of the medium and the strength of the original sound wave:

(5.1)

Hence p; is the pressure amplitude of the original beam in the Rayleigh
formulation.

Lighthill, in his classic work, {2] began at this point and noted that the
vanishing of the two terms on the right in the absence of an external sound
source (p, = 0) made it necessary to reexamine the terms that Rayleigh had
quite justifiably neglected in his scattering investigation.

In his analysis, Lighthill considered a fluctuating fluid flow that occu-
pied a limited part of a large volume of fluid, the rest of which was at rest
(Fig. 5-1). He then made a comparison between that system (a) and a similar
one, (b) whose density values were those appropriate to a uniform acoustic
medium at rest. Outside the zone of flow fluctuations, the two systems were
therefore identical. Lighthill then stated that the difference between the two
systems was to be “considered as if it were the effect of a fluctuating external
force field, known if the flow is known, acting in the said uniform acoustic
medium at rest and hence radiating sound in it according to the ordinary laws
of acoustics.”*

To begin the mathematical analysis, we first write out conservation
equations. The momentum in a fixed region of space changes as the result of
the combined effect of (1) the stresses on its boundary and (2) the momen-

*M. J. Lighthill, I, p. 566.
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Figure 5-1.-Lighthill concept of fluctuating fluid flow (a) and
equivalent acoustic system (b).

tum flow across the boundary. The boundary stresses are expressed by the
Reynolds stresses puv; while p;j gives the real stress. Hence the contribution
to the rate of momentum changes in the shaded area of Fig. 5-1a is of the
form

A uniform acoustic medium at rest (5-1b) would have stresses only in the
form

Tji = pcg’sy; (5.3)
where 8;; is the Kronecker delta—that is, only a simple hydrostatic pressure

would be present. The difference between these two terms then is the equiva-
lent external stress acting on the uniform acoustic medium of Fig. 5-1b:

Ty = Tij - Ty = pvy + py - pcg’sy;. G4
LTS
. ! _ o \. "
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Under such conditions, the equation of motion takes the form

92T, 92
O2p = - ——L = ¢,20%p = ¢ 2 V2 --—p-. 5.5
p 3.7, o O o Ve ) (58.5)

Actually, Eq. (5.5) derives from the equation of continuity

ap ) _
ot ¥ ax,- (pvi) =0

and the momentum equation
2 290 _ _9Tij
Y (oY) + ¢ % o, .7

which combine to yield

2T..
2 L a%p_ 1 o _ T
Vp~— — = —0% = ———. (5.8)

The effect of viscosity on the prccesses involved here may be taken
into account in the stress tensor p;j. Fora Stokesian gas (for which the bulk
viscosity n’ = 0)

= pobi t ﬁill+2avk6 (5.9)
Pij = Po%i T M "% T Bx; | 3\axg) U ‘

I

where p is the equilibrium pressure.

Equation (5.5) is a rather complicated one, but it can be reduced for
the problems at hand. First, the stresses T;; can be neglected outside the flow
region. There v; =0 and one has only the motions of the medium due to
sound waves. Next, the viscous stresses in p;; constitute small scale absorp-
tion effects which can be neglected except for large scale phenomena.
Finally, for low Mach numbers, T}; can be approximated by pou;u;.

5.2 Monopole, Dipole, Quadrupole Sources.

Before proceeding further, a brief discussion of the mathematics of
acoustic sources is desirable. The simplest possible sound source is that of a
small pulsating sphere whose radius varies sinusoidally with time (u, = uoe’ wty,
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By small here we mean ka € |, where ¢ is the mean radius of the sphere. In
such a case, the pressure at a distance 7 will be

uoei(wr - kr)

p = iwpa? 20 (5.10)

r

We now define S as the simple or point source strength. It is equal to the
amplitude of the volume rate of expansion of our sphere, i.e., S =41razu0.
Hence the pressure can also be written as

: ei(wt~kr)
p = iwpS — , (5.11)

The variations of the density can be found from Eq. (5.11), since the excess
pressure p = cozAp or

_ lprel(th - k')
P = Po 4ncey (5.12)
0
while the intensity will be given by
2 pc k2
j= B P07 o (5.13)

2pc 3292p2

Such a simple source is an example of a monopole source. Monopole sources
usually involve the introduction of new fluid into the source region (explo-
sions or gas combustions), but they can also originate from the introduction
of heat into a localized region or trom the presence of turbulence.

If the source emits more generalized radiation than sinusoidal, we may
describe the density fluctuation, say, by the expression

‘(-3
1 o

. (5.14)

pP-py = 3
41rc0

where q is the rate at which a point source adds mass to the medium, and
q'(z) = 3q(2)/0z.
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In the notation of Eq. (5.12), q[(t - (r/cy)] replaced pSei(w? =kr),
For an extended distribution of sources of matter, we need to replace our
point equation (5.14) by a volume integral, ie., rewrite Eq. (5.14) as

= L (Lol It - Rl 4V 5.15
PoT ko mgfa_f "7 T q |ir-RI C13)

where QdVp represents the time rate of mass production in the volume ele-

ment dVp marked out by the vector R (Fig. 5-2). The integration in Eq."

(5.15) is over all space, but in practice is carried out only over the region in
which there are sources. The quantity q'(r) is called the insrantaneous
strength of the point source, and a(Q/dt the (mass) source strength per unit
volume or more briefly, the (monopole) source densi:y.

OBSERVATION
POINT

Figure 5-2.—Geometry corresponding to Eq. (5.15).

In most acoustical situations, one is more interested in the pressure
rather than the density. The result of Eq. (5.15) (and others following be-
low), can always be put in the form of the pressure by the pressure-density
relationship studied in Chapter 3, the linear form of which is

P - py = cg (o - Py)- (5.16)

While there are many acoustic sources (such as pulsed jets) which are
effectively monopole, in most physical situations, the monopole strength
vanishes, and attention must be focused on the next higher level of sources—
dipoles.

Lighthill makes the following instructive analysis. If there are no mat-.
ter sources, then the sound is generated by a fluctuating force field F; per
unit volume in some part of the medium (i = 1.2,3 corresponding to the vec-
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SECS.2 AEROACOUSTICS 209

tor components x,y,z). Such a force would appear as F; on the right side
of Eq. (5.7) and as -(9F;/0x;) on the right side of Eq. (5.8). A comparison
of Egs. (5.7), (5.12), (5.15), (5.16) indicates that this force field would
be equivalent to a source distribution with strength per unit volume =
- (0F;/ox,).

Lighthill goes on to point out that a specific component of this equiva-
lent source distribution—say, =(9F,/dx, ) is itself equivalent to a distribution

1 ]
?FI(XI,X2,X3) --e-Fl(xl + 6,12,X3),

in the limit as € > 0, by the definition of a derivative. That is, we are already
dealing with a field of dipole sources of strength F; per unit volume. Thus,
*“a force field F; per unit volume emits sound like a volume distribution of
dipoles whose strength vector per unit volume is F;”.*

We can therefore generate a pair of equations analogous to (5.15),
(5.16), (i) for the force f;(f) concentrated at a point:

r
_1 3 f‘(“f—())

p=-py=- — (5.17)
4TTC02 ax,- r
and (ii) for a volume distribution of dipoles:
] o I Ir - RI\ dVg
- =S e — — | F/[R,t - . S.1¥
P =P 47TC02 ox; J ’<R ¢y /Jir =Rl (5.18)

Equation (5.18) can be written differently for the far field. Since the
derivatives of F; with respect to the x; fall off with |r - RI-! while those of
lp - RI7! fall off as |y - RI~2, the latter can be neglectea in far field. Then

1 J"i‘Ri 1 aF/R “_RI>dV
p - p = —_— ’[— .
0 477(,'02 Il' - RI2 CO ot Ik CO R

(5.19)

Thus the density changes at the point of interest depend on the time rate of
change of the dipole strength F;, and are not due to simultaneous time
changes in the local density but depend on their time of arrival at the distant
point.

*M.J. Lighthill, I, p. §73.
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210 NONLINEAR ACOUSTICS SECS.2

Lighthill again emphasizes the point: while the fluctuating stresses 7;;
in Eq. (5.8) produce a force per unit volume equal to their inward flux
-(aT,-,-/ax,), so that they generate like a dipole field of strength —(aT,-l-/Bx,-)
per unit volume, the sound radiated is not to be computed from the total
dipole strength per unit volume, since this is in fact zero at any instant of
time. Rather, the sound will come from the next higher order of terms, i.e.,
it will be the equivalent quadrupole field, a field that is the limiting case of
four simple sources which obey the inverse square law of radiation. This can
be seen by paralleling the development given above for a field of distributed
monopoles. In the limit as € = 0, the term —(37T;, /dx,) is equivalent to the
combination of dipole fields at the two points x; and x; +e¢:

Ty lim [1 1
- 'a—XI— = €~ 0[‘; T,-I(x, .Xz,X3) - -G- T”(Xl + G,Xz,X3) . (520)
The total quadrupole field can then be regarded as the combination of three
suc’  'ds. However, they may also be regarded as a single quadrupole field
with s..cngth per unit volume given by the stress tensor T};.

We therefore write the expression for the density variations due to a
continuous distribution of quadrupoles with strength density T;; by analogy
with Eqgs. (5.17), (5.18) for the dipole field:

1 FYA r lr =R i\ dVg 591
-~ py = == = | TR - : .
P =Po ancg? 9%id%) if \R cg Jlr-Rli -21)

Also, at large distances from the quadrupoles producing the radiation, argu-
ments similar to those preceding Eq. (5.19) justify the approximation

(R;-rXR;-r)) 2 ‘ ir=-RI
PR 1 [ i~ TR /-l—-a—T,'/R,f- dVg.
IR-¢)3 c02 ar? o

(5.22)

One other approximation is useful: when the origin of the coordinate
system is taken within the flow region, and the dimensions of the latter are

small when compared with r (Fig. 5-2), we can then disregard R and R; in the

difference terms of the integrand of Eq. (5.22), obtaining

p-po =t i LQ.Z_T(R,-“'R')dV (5.23)
O  dneg 1 Jegarr '\ € k ‘
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Equations (5.22), (5.23) form the starting point for investigations of
problems involving the scattering of sound by sound, as we shall see in Chap-
ter 9,

The sound intensity represented by a given fluctuation of the density
can now be found by multiplying the average of the square of the fluctuation
by co’/pg [recall Eqgs. (5.13), (5.16)]

Co3
I(r) = Y (p - (M. (5.29)

In Eq. (5.22), py is the mean density. One can also write down the expres-
sion for /(r) directly by substituting Eq. (5.22) in (5.24).

By integrating once over the surface containing the radiation field, it is
possible to give a relatively simple form for the total acoustic power output P
under the conditions of Eq. (5.23), i.e., in the far field:

52 lr - R ]
p=—t a_r..<n,z-- 4R

3 3 i ]
a2 ler-RI
E E 2 11l=T -
+ 2 g (aﬂ ,,<R.I p dR| ¢. (5.25)
Here 02 is the variance, defined by

02(z) = ((z - (2))D). (5.26)

5.3 Sound from Changes in Vortex Strength.

The discussion of Section 5.2 represents only the foundations of Light-
hill's theory. We shall not pursue its ramifications further in this chapter.
Particular application of the Lighthill equation will be made in Chapters 9
and 10, and there is no need here of the more sophisticated treatment of
mathematical theory.

There are, however, a number of aeroacoustical effects that it is ap-
propriate to treat at this point, and we shall follow the analysis of Powell, {3]
an analysis which gives a graphic quality to the description of the phenomena.

It has been pointed out in the INTRODUCTION that interest in flow-
induced sound dates back to the Aeolian harp of antiquity, which was later
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generalized to the study of the flow past a cylinder. Such a flow gives rise to
the well-known alternate eddy pattern known as the von Karman street (Fig.
5.3). If T is the circulation (= fv - §Q) around the cylinder, the eddies that
are cast off have circulation of +2I". As each eddy removes itself from the
cylinder, it changes the circulation about the cylinder by an equal, opposite
amount, so that the circulation about the cylinder alternates between +I'

and -I".

u
——————

Figure 5-3.-Generation of a von Karman street.

This alternating circulation is suggestive of a dipole phenomenon and,
indeed, both Rayleigh [4] and Lamb have shown how a dipole field will be
created by the vibration of a cylinder. Lamb [5] in fact proved that the in.
compressible field induced by a closed vortex loop with constant circulation
I is equivalent to that produced by a uniform distribution of dipoles of
strength T per unit area, distributed over any surface with a single boundary
of the same shape as the vortex loop. This behavior is illustrated in Fig.
S-4. The equivalent source here is a long rectangular dipole sheet filling the
space between the space between the two vortices.

Q@

Figure 5-4.—The streamlines resulting from a rectangular vortex ring of
great length normal to the page (at left) are identical to those of the
corresponding vortex sheet at the right (from Powell [3]).

In mathematical terms, this means that the particle velocity at the
point x , which is given by the relation

T X d2(R
u(x) = -%Cﬁ———;(—? (5.27)
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SECS.3 AEROACOUSTICS 213
can also be written as
_ | . |
u(x) = -~ i v X [fl‘s Vx<—r-)ds(y_)] (5.28)

where r=x -y, and i", s are unit vectors (see Fig. 5-S, where the vectors g, §
are perpendicular to the plane of the drawing).

Figute 5-5.~Geometry corresponding to Eq. (5.28).

In regions of zero vorticity, the veiocity u(x) can be set equal to the
gradient of a velocity potential ¢:

u(x) = -7, 4. (5.29)

Then (5.28) can be integrated to obtain

6 = %‘ I‘EVX(%)ds(y) (5.30)

which corresponds to the potential due to a *“point™ dipole source of strength
D =Ts.

For distances x that are large in comparison with the size of the vortex
loop, Eq. (5.28) can now be written

u(x) = z';vx[D- Vx(-i-)]. (5.31)

This is the expression for an incompressible fluid, for which there will be no
retardation of the field. For a slightly compressible fluid, it can be shown
that Eq. (5.31) can be replaced hy

uy = 7= v,[D- v,('_r'.)] (5.32)
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where 1™ is a time delay operation, such that
D()I* = D(z - ?'-) = [D(O)*. (5.33)
0

[For a sinusoidal time dependence, D(t) =D, e!”! the effect of 1™ is equiva-
lent to multiplication by e"“’(’/"o) ]
If we now expand (5.33) and keep only the terms for which r >~ x, then

- *
32 .. 1* x [dD,

u(x) = —(x-D)|—] = (5.34)

41rc02 at? X 41rxc02 dr? /
where D, = I's, = D cos (x,s).

If the area s remains constant, Eq. (5.34) reduces to

u(x) = —"—2 sx<d—;‘-> (5.35)
amcy dt

for a single vortex. For a distribution of vortices, summation or integration
would be necessary,

If the circulation remains constant, we need d2s,/dr?. If each part of
the vortex loop moves with a velocity u, in the time §¢, the area increase will
be 8s = (u X §Q)8¢, where the length increase is §€ = 2mudt. As a result, we

obtain
—_— X d? = - I X agl .
41rxc0 [ ?ﬂ(u ) } 41rxc [d' §( "k ]

(5.36)

u(x) =

In the more general case of a vorticity distribution { = V X u we use
L = ¢ X u and obtain

u(x) = I—dV(y)* (5.37)

4nxc

Finally, if the surface moves normal to itself, one can develop the expression

u@x) = —= _fy 2 iy (5.38)
2 s x 3,2 )

dnxcy
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Equations can also be derived that give the pressure instead of the velocity.
If we use the equation of motion in the form

3(pu)

2 =V.V V.
D% p¥ a1

and use
= oot + gdlpy? - g2 _ L2 )
D v} (p£ v ) pu u FY; 2 u*vp

we can make approximations in the nonlinear terms on the right of the in-
homogeneous differential equation, so that it reduces to

I
p=-v (pt + Aipu2>-

In the presence of a closed surface s, within the flow, the general solution of
(5.39) can be written

_ 1 I* 1 32 ( 1 ,fI*

p(x) = — pL -V, —dV(y) + = | Sou’(—)dV(y)

4 r dmenl ot 2 r
VO "Co vo

- *
+ Z%J <p + %pﬂ) [Vx (lT)]nds(y)

50

2
' .f (o) («li)ds(y). (5.40)
50

T an ot r

These four terms have the following interpretation:

(1) a volume distribution of dipoles, whose strength is proportional
to £;

(2) a volume distribution of nondirectional sources, of monopole
strength per unit volume proportional to

R a_2<.‘.,,u2>-
COZ aIZ 2 ’

(3) a surface distribution of dipoles, whose strengih is proportional to
the Bernoull pressure [p + {1/2)pgu?];

(4) a monopole distribution over the surface due to its motion normal
to itself.
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In the far field approximation, Eq. (5.40) can he reduced to the form

Pp 9
S m— om L. dV(y)*
p(X) 4ﬂxCO ot v X (Y)

1 4 1
S0

Po 3 *
) st_j;ounds(y) , (s41)

Here the second ir;tegral of Eq. (5.40) has been neglected as of higher order.
Again, one may interpret the first term as the motion of vorticity in the vol-
ume of flow, and the second as relating to vorticity at the boundaries of the
flow, while the third indicates the flow across the boundary, or the motion of
the boundary if there is no such flow.

Let us now consider the case of flow past a circular cylinder. The be-
havior as the flow increases is shown in Fig. 5-6a.

If a vortex forms, the picture is equivalent to the insertion of free vor-
tex of circulation -2I" in the flow and a vortex of circulation +2I" at the
inverse point of the circle, plus one of the same strength and sign at the
center. The total effect is that shown in Fig. 5-6b.

o

\_\//__

(a)

P

(b)

Figure $-6.—Flow past a rigid circular cylinder (a) low velocity, (b) higher
velocity with generation of vertex at the right.
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The sound produced can be obtained by mcans of this analysis. For
an order of magnitude dependence, one can use tie similarity approach. For
high Reynolds numbers, we can assume that the dependent variables do not
depend on the Reynolds number. Then u(y)~ U,r~ Ud, 3/3t ~ w ~ U/d.
From Eq. (5.40),

U\3(b\2
p(x) ~ w(x)pgeox? ~ p0U3d2<?> (Tf) :

Here b is the length of the cylinder and d its diameter,

5.4 Sound from Movement of Vorticity in Free Flow.

For an inviscid liquid in the absence of impressed forces, we can write
the equations of continuity and motion in the form

9p

3t Vet p(V-u) =0

(5.42)
Ju

1 =
3 (u-Y)u +-;(Vp) = 0.

These can be combined to produce the form

7
D%u=-VYXVXu +—l—2-(u-V)u- V[<l>u'VP
002 ar p |

al/c2 a [p - po\ _/e2\]
0 o

As we have done before, we can interpret the terms on the right hand
side as source terms driving the linear system represented by the left hand
side. If we start with a sinusoidal disturbance for u, it is easy to rank the
orders of magnitude of the five terms on the right in terms of the Mach num.-
ber M =ug/cq and the Strouhal numbBer S = wL/u (recall INTRODUCTION),
where L is some typical length in the flow. The terms are of the respective
order

1: SM%: M*: sM*: sM*. (5.44)
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If the flows are for low Mach numbers (M <€ 1), and if the condition
SM < 1 holds, the last two terms can safely be neglected.

We now rewrite Eq. (5.42), dropping the last two terms and making
some simple transformations

1 AL (d 8)u
Du—-VX{‘f—-y‘*;;-V[-a— a—-z—

where ¢,£ have been defined previously. The solution to this equation has
the form

|
u(x) = 5 . v X r—-dV(y) "o f —8-1-7dV(y)
1 ) 0 d I*
-41rc02 JVOV [(57 tar ) 2] dV(y) (5.46)

which can be used to obtain the sonic power from turbulent flow.

We shall not pursue this study, which opens up into the entire field
of turbulence-produced sound, but shall only make some summarizing
observations.

In the case of the aeolian tone, the sound was produced through
changes in area of the vortex rings. In such a case, a dipole source exists, as
shown in Section 5.2. In the case of free flow however, there is no change
of momentum and any dipole radiation is eliminated. In such a case, the
motion of a vortex in one place may be accompanied by an opposite vortex
motion elsewhere. Each of these generates a dipole sound, but they are of
equal strength and opposite sign, so that the dipole effect is zero. However,
because of path differences to the field point, their net contribution at that
point will not be zero but will be that of a quadrupole.

Powell has given a simple picture of this quadrupole action. Consider
two opposite flows of velocity (1/2) u and examine the disturbance of a thin,
plane layer subject to shear. The layer will be distorted as shown in Fig. 5-7.
The circulation 8T is given by {64. The rate of momentum change éM
is then

d
<7 8M = pgbT X udg = poLsV., (5.47)

B Y T P RURE ¥ o PUNT PR PTVTRIIT DU T Ty 5
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Figure 5-7.-Quadrupole action of thin plane layer subject to shear (from Powell [3]).

To field point

.

Two dipoles

Figure 5-8.—Resolution of y and £ in the direction of the distant
observation point x (from Powell {3]).

b

This is a free vortex, so that no force is applied to it. Therefore

po S £LdV(y) = 0 (5.48)

and no dipole results.

That is, the movement of vorticity at one point is simultaneously coun-
terbalanced by an opposite motion elsewhere. However, the contributions to
the sound at some field point from the two vorticities have generally trav-
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eled different distances and therefore originated at different times. Thus the
two signals will have an initial time difference of 2y,/cq. This yields, for
Eq. (5.37) a net velocity difference

2
Su(x) = — 5= 3 144 (5.49)

so that the velocity perturbation in the far field, due to quadrupole action,
will be

: diL
ux)= —= 3[ vy —= aV(n*. (5.50)
47TXCO ~VO dt

Finally, the sound intensity at the point x has the form

2 Po \
1) = poco W(x)) = ———g J' J o2y
16m<x CO VO
<dz£"( )dzf" ) (5.51)
v z) dWV(y)dV(z). S
— W ( (v)aV(z)
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Chapter 6

RADIATION PRESSURE

The small size of the steady forces involved in the phenomenon of the
acoustic radiation pressure, the differences between theoretical conceptions
and experimental procedures, and the overly long devotion of acousticians to
the linear view have all combined to make obscure this relatively small point
in the theory of nonlinear acoustics.

In the analysis that follows, we shall abandon the traditional quasi-
linear analysis, (i.e., analysis in which nonlinear distortion of the wave is en.
tirely neglected, but a nonlinear relation between p and p is employed) but
shall endeavor to point out where errors have been committed in the past.

Some of this confusion regarding radiation pressure stems from the vari-
ous ways in which this pressure can be defined. Two particular definitions
predominate —those due to Rayleigh and Langevin, and we shall now turn our
attention to these.

6.1 The Rayleigh Radiation Pressure.

In the previous chapters, we have had occasion to distinguish between
Lagrangian (material) and Eulerian (spatial coordinates). This distinction
plays an important role in our ideas about radiation pressure. Let us first
describe the processes for an ideal gas, obeying the adiabatic law

p = polp/pg)T ! 6.1

and make the usual transfer to the liquid case later.
In the Lagrangian representation, the pressure ratio p/p, is given by
Eq.(3.7)

Lo (3.7
where we use the reduced notation 9£/dx =§,, 32¢/ax? =4, etc. Then

Eq. (6.1) can be rewritten

pL = po(1 + £)7
221
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and then expanded in powers of 3¢/da (the superscript L denotes the La-
grangian form):

+ 1
PL=P0[|—754+7-(12—)542-"']- (6.2)
If we assume a plane progressive wave of moderate amplitude, the dis-
placement velocity ¢ can be found from the first terms of Eq. (3.47)
Eqa

£ = éo sin (wr - ka) + ?OQ- sin 2(wt - ka) (6.3)

where £ = wky =Mcpand 1/R = [(y + 1)/2) Mk = gMk.

If we integrate £ with respect to ¢ and apply the boundary condition
that £ = £ = 0 when wt - ka = 0, then

¢ = £yl - cos(wt ~ ka))

2 2020
+ ko —8- (v + D1 = cos 2(wt - ka)] (6.4)
and
£, = -Msin (wt - ka) - M%ka ‘—7—:—'—) sin 2(wt - ka)
+ M3 7—;—'- [1 - cos 2(wt - ka)] . (6.5)

We now substitute (6.5) in (6.2), keeping only terms up to M2 and also as-
suming ka > |1:

oL - pp = 7,,0{;.4 sin (wt - ka) - M2ka 221 Gin 2ot - ka)

|
+ M? Q—;Tl—l [1 - cos 2(wt - ka)]}. (6.6 ‘~
\ » . \~A
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The time average of pL is then given by

Ly - G+ ,2, v+l M2
<P)'P0+7P0[‘ I R
+ 1 + 1

(here (- - -) indicates the time average).

It is to be noted in the square brackets of Equ (6.7) that the second
term derives from the 2‘,2 term of Eq. (6.2) and is frequently the only one
given (the quasilinear case). The first term is developed from a consideration
of the nonlinear term in §,. Thus, even in the simplest analysis here, the non-
linearity cannot be neglected. This fact was pointed out long ago by Fu-
bini, {1} but it has often been overlooked. [2]

Equation (6.7) can be written in simpler form by introducing the mean
energy density, which is given by Eq. (1.33)

1l 2]
(E) = 5 po¥’ = 5poco™M? (1.33)

so that the average Lagrangian pressure—the pressure at the position of a vi-
brating particle that is located at rest at the point a, averaged a complete
cycle—is

+ 1
(phy = py + L= k. (6.8)

The Ravleigh radiation pressure can be defined as the difference be-
tween the average pressure at a surface moving with the particle (i.e., the
mean Lagrangian pressure (pL))and the pressure that would have existed in
the fluid of the same mean density at rest [py in Eq.(6.2)]. [3] Therefore,
the Rayleigh radiation pressure pp is given by

pr = b - pg

= L214E) (for an ideal gas) (6.9)

under the assumptions thus far made (note that the quasilinear theory gives
((¥ + 1)/2)¢E) in this case).
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Special difficulties have been added to the problem of the Rayleigh
radiation pressure in a liquid by the introduction of the concept of a “linear
liquid.” This case has been treated in detail in the literature. [3-5] Such a
liquid is one of constant compressibility k. The relation between pL and «
would then be

V - V
1 0 1
pl - pg = - Vo =~ &, (6.10)

For the case of a planetharmonic wave just discussed,

ol = pg +§go sin (wf - ka) 6.11)
s0 that
(ply = p, (6.12)

and the Rayleigh pressure pgp vanishes.

The case of constant compressibility is a false one, however, since no
such liquid exists. To solve the actual problem, we must use terms of second
order. The Lagrangian pressure pL will then be [Eq. (3.20)]

2

L = +A_p__]+£.£— + -
Fropo (Po 2 \ho

_ | 2 Bl 1 \?

roealig ) )

=py tA(-E + gaz) + g(ga )2 + higher order terms

=py+ 4 [-ga + (] + %)gaz} + higher order terms. (6.13)

If we parallel steps (6.2) to (6.8) (with the substitution Ak2$02 =

pozwzcoz = 2(E)), we finally obtain

(pl) = p, +%(E) (1 ¢ %) (6.14)
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so that
PR = %(1 ¥ %)(E). (6.15)

Equations (6.13)-(6.15) could have been obtained from (6.2), (6.8),
(6.9) by the usual method [see discussion preceding Eq. (3.15)] of replacing
the nonlinear form for gases, y + 1/2, by 1 + B/24. They were rederived in
detail, however, to emphasize the falseness of the “‘constant compressibility”
condition. Even if the liquid were linear in behavior, so that B =0, there
would still be a quadratic term in 3£/da in Eq. (6.12) and the Rayleigh
pressure would not vanish.

Now let us follow the Eulerian approach to find the mean pressure at a
point in a fluid. In the Eulerian system, the density (of) is given by the gen-
eral transformation rule (see Section 3.1)

anl

oa

L ET ool = B+ B ¥ ). (6.16)

X=a X
Then, for the adiabatic process in an ideal gas,

Y r + l
pE = p0<p_p(;> = pO + 7p0 I} - Ex + Y ) sxz + szx] . (6~l7)

Substituting for the case of a plane harmonic wave, and averaging over time,
we finally obtain

-3
po + vy L= M?

(pE)

po + 15 36 (6.18a)

while, for a liquid,

(pE) = py + -4';(% - 2> E). (6.18b)

All of these cases have presumed the existence of a plane wave of infinite ex-
tent as well as an undissipated monochromatic wave. As we shall see below,
the growth of harmonics, the absorption by the medium and the presence of
boundaries on the wave will alter the form of these equations.
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The fact that the pressure at a fixed point in a fluid is alterec by the
passage of a sound wave indicates that the density at a fixed point ‘an also
change. This was first pointed out by Langevin [7] and plays a role in the
determination of the Langevin radiation pressure, to which we now turn our
attention.

6.2 The Lange in Radiation Pressure.

The Langevin radiation pressure p; is defined as the difference be-
tween the mean pressure at an absorbing or reflecting wall and in the same
acoustic medium, at rest, behind the wall.

Let us consider a collimated plane wave of circular cross section. The
mean pressure at a point on the side of the beam is the Eulerian pressure
(pE), given, under the approximation used thus far, by Eq. (6.18) [with ac-
count of (6.15)]:

(pE) = py + ;-C-’; - 2) (E) = pg - (E) + py. (6.19)

But this value of the mean pressure differs from that just outside the
beam, which is pg. The fluid on the outside will therefore move in or out.
Its behavior can be understood by a consideration of the following model
experiment, which is taken from Hertz and Mende. (5]

We consider a cylinder, equipped with two frictionless pistons, entirely
enclosing the sound beam. The fluid in the cylinder also occupies the region
outside the cylinder. The piston X is a perfect absorber, so that the only
sound in the medium is the plane wave traveling from left to right. We dis-
tinguish two cases.

Casel. Let X and Y be fixed, and let pj, py be the density and pres-
sure in the fluid (at rest) outside the cylinder (see Fig. 6-1a).

The pressure inside the chamber at the end piston X will be the Ray-
leigh radiation pressure given by Eq. (6.15),* superposed on the mean pressure

Px = Pr * Pg
(6.20)
I

py = 5<1 + -2%>(E) + po.

*The case discussed by Hertz and Mende was the artificial one of a liquid of constant
; compressibility. Under those conditions Px =P and the piston X could be free to
i movce as a whole,
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px-%(l +5BR>(E)+ po
Py =(pE)-p°+%(%-2) (€E)

/
772 v

———® Sound p=pt =pt=p,

P ——————

(outside)

NNNNNNINNNNY

@)

o 1 8 . '
Px = Po +z<‘*5x)<5 >=vo+<EL>

N

pe=pfeplap,

1 /8 (outside)
6, = (pE >-p°'+z(x -2)(8')-p°

{
v,

ORI *

(b)

Figure 6-1.-Illustration of Rayleigh () and Langevin (b) radiation
pressuses (after Hertz and Mende {5]).

The fact that the piston is held fixed does not prevent the use of the La-
grangian expression here because the surface of the piston must move back

and forth with the adjacent fluid, by the law of continuity.
In this same case, the mean pressure at any point on the piston Y will

be the Eulerian pressure from Eq. (6.18):

Py = %(% . z) (E) + py. 6.21)

Case II, Now let X continue to be fixed but let Y be movable (Fig.
6-1b). The pressure difference Ap between the opposite faces of Y in Case I,

- 1(8 = LB
Ap = py + ?(Z - 2) (E) - py 4< = - 2) (E) (6.22)
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228 NONLINEAR ACOUSTICS SEC 6.2

will cause the piston to move outward until the net pressure at the upper face
of the piston Y becomes equal to py, i.e.,

(pE'y = py

or
oh + (B 2\ = p (6.23)
0 4\A 0 .

where the primes on p, and E indicate the altered state of the fluid. Then the
Lagrangian pressure at the face of the piston X becomes [Eq. (6.14)]

1 B ' '
Py =<pL>=-5<1 +a>(5)+po
- ’ B ! l ’
= pp + 35 EN +5ED
= py + (E". (6.24)

Since there is no sound beam behind the piston X, so that the pressure there
is py. we have the conditions for the Langevin pressure p; . That is,

P =Py -~ Py = (E"). (625)

The modified energy density (£') differs only very slightly from (£), so that it
is safe to discard the prime in the final result.

If we now remove the cylinder and piston Y, keeping only the piston X,
the situation will remain unchanged, except that the beam will not now be
so sharply bounded. In such a case, there will be a gradual change from
maximum beam intensity in the axis to no beam at some distant point. Be-
tween these two points a variation in the hydrostatic pressure of the type
indicated in Case 1l must occur, leading to the same result as in Eqgs. (6.21)-
(6.25).

In summary then, we have, for our four pressures,

(E) = l(ﬁ - 2) (E)

\7 time-average pressure at a fixed

point (Eulerian)
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SEC 6.3 RADIATION PRESSURE 229
Iy = 1 B . .
(pt)=p + 3 1+ 74 (E> time-average pressure at a vibrat-
ing particle of the medium (La-
grangian)

Pr

(pl) - pPo = —;-(l + %) (E) Rayleigh pressure

py = {pL(E',pp)) ~ py = (E) Langevin pressure

(6.24)

where pg is the pressure in the fluid at rest, in the absence of sound and

(pL(E'ph)) = p) + %(1 + %)(E'). 6.27)

A recent paper by Rooney and Nyborg reviews much of this same ma-
terial with substantially similar conclusions. {8)

6.3 Higher Order Effects.

The relations in the previous section are valid up to terms of order M2,
To find the effect of the next higher order terms, we repeat the substitution
of Eq, (6.5) in (6.2) keeping terms up toM 2 there, and also the condition
ka® 1. The result for (pLis

+1 + 1
(ply = py + wo{"—s— M2+ 7_§_.M2

.."13(‘1_8‘”_112. (kz,,z . %)] . (6.28)

Retaining the assumption that ka® 1 and introducing the relation(E) =
(1/2)ptc2M2, 12 = [(y + 1)/2) Mk, we have

Ly = y* a2
by = pg + 1om <) (1 + =) (6.29)
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However, the correct energy density (E,) to second order is given by

( poéz), where £ is given by Eq. (6.3). [9] Hence L.
(E) = (pgk?) = % poo2 +-1-P0502-—az—=<E)1+i. (6.30) ;
t 0 5 Po%o p) 202 PPy |

and (6.29) reduces to the same form as Eq. (6.8).

b
6.4 Effect of Reflection. ‘
Throughout our previous treatment, we have assumed the existence of a i
perfect absorber of the radiation. Let us now consider the case of a partially ;
reflecting surface (Fig. 6-2). |
i
& b
> — 2‘ { i
Er i:
-~
Medium 1 Medium 2

Figure 6-2.-Geometry of beam passing through an intezface.

We follow the treatment of Sec. 6.1, but now assume the presence of
incident, reflected and transmitted waves

£ = K, cos(wt - ka)

T T ———— T ——e

£, = K,y cos (wt - ka) (6.31)

£, = Ly cos (wt ~ ka). ("

L ] L — -
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Following standard theory [9] we obtain
2K
K2 = — 1
(1)

1+
p1cy

(6.32)
_ P& ~ P14y

= - K, = mK
L gy + oy !

where m is the reflection coefficient.
In terms of the previous analysis, K, = -ky. The Lagrangian pressure

in medium 1 is then

B
(plL) = poy +%(1 + —2211-)(51)(1 + m? - 2m cos 2k,a) (6.33)

while the corresponding pressure in the second medium will be

1 B

() = oy * .2.(1 + -ﬂ> (Eq (6-34)

where (E,) can be evaluated from the intensity [=cE in the two media:
ll = m211 + 12
e\ (Ep) = oymXE) + cy(Ep)

or

‘1
(Ep = —( - m2XE)). (6.35)
2
Similarly, the Eulerian pressure will be (from Eq. (6.17))
(B1

(pIE) =pn t -3 v 2) EPQ + m2 - 2m cos 2kx)

-(E})4m cos kyx

B
X (p£) = poy + %(]32 - 2) (Ey)
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232 NONLINEAR ACOUSTICS SEC6.4

so that the pressure change in each medium will be

(Po - Po)y = _%(% - 2> (EY(1 + m2 - 2m cos 2k, x)

Mdanat0 N7 A b I

+ (Ey)2m cos 2k x

(6.37) .

Lol il ol

' 1(B :
X(pp - Po); = -z(;' - 2) (Ey). :

We now encounter a difficulty in attempting to establish the Langevin
pressure. In the previous section, we set the Eulerian pressure at the boundary
of our beam equal to pg, the quiescent pressure in the medium. In the real
case, the change from beam to no beam as we move away from beam axis is a
gradual one, but the effect is the same: the medium at the center of the
beam is compressed. Now however, we are dealing with time averages of the
pressure in the beam that vary periodically along the beam. Borgnis pointed
out that a reasonable assumption would be that, by reaction of the surround- | :
ing medium, the space and time average of the pressure in the beam be
brought to p,y. This in turn requires the taking of space averages of Eq.
(6.33), (6.36), (6.37). The Langevin pressure on either side of the interface :
is then given by ?

PR RSP

mLn S 8 st

() = ((plL)) + ((pb - pp», = (EPQ + m?2)
(6.38) ;

)|
(pL)2 (Ez) = C_Z(l - mz)(El)

6.5 Radiation Stress Tensor

In his book on tensors, Brillouin discusses at some length the tensor na-
ture of the radiation stress. {J0] He considers, in the case of a solid, an
imaginary fixed plane through the solid. The stresses acting through this i
motionless, undisturbed surface are given by i

Si/ = -pi/ - pUiU/' (639)
where the p;; represents real stress and pu; represents Reynolds stresses {re-
call Eq. (5.2§] . In this notation a tension is positive, a compression negative,
which is opposite to that of Chapter S.
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For a fluid, (6.42) reduces to

Sii = -p&,'i - pvai (640)
where p is the pressure of the quiescent fluid.

We now consider a sound wave with particle displacements in the x di-
rection only (subscript 1). If we take the mean values of the tension (6.40) at
some point x, then

2G;) -2 0 0
S = 0 -p(xy) 0
0 0 -p(xy)/ . (6.41)

Now pv, is twice the kinetic energy density in the sound wave and is
equal to the total energy density E. Brillouin also demonstrates thatp(x])-
~E(v/c) (dc/dv) so that the final radiation stress tensor can be written as

= v dc
-E<I -z d_v> 0 0
0 O 0 (6.42)
¢ dv
- b dc
0 ¢ +EZ a—;

Let us apply this to the case of the sound beam of Fig. 6-1b. The pres-
sure at the lateral faces will be +E(v/c)(dc/dv) but the pressure at an ab-
sorbing face at x will be -E(1 - (u/c)(dc/dv)) from inside the cylinder, but
E (vjc)(dcjdv) from right to left on the outside, giving the net radiation
pressure of P,y = E as before.

6.6 Interface Between Two Nonmiscible Liquids.

Suppose that a beam of sound falls normally in the plane interface of
two nonmiscible liquids. We take the hydrostatic pressure py to be the same
in both liquids. The arrangement is that of Fig. 6-3. We suppose a signal is
generated by the source at the bottom with energy density in the firsi liquid
equal to £,. Because of the interface there will be partial reflection and par-
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Figure 6-3.—Experimental arrangement for observation of radiation
pressure at an interface (from Hertz and Mende [3)).

tial transmission with the energy density £, in the second medium given by
Eq. (6.35).

The next pressure at the interface in the upward (forward) direction
will then be the difference of the two pressures in Eq. (6.38):

P

net

= E\(1 +n?) - E,

e -2l e (6.43)
l C2 02 . .

As can be seen from the equation, the net force acting on the interface can
be either positive or negative, depending on the choice of fluids.

This fact has been very clearly demonstrated by Hertz and Mende in
terms of the acoustic fountain. [4] It might be observed parenthetically
that, if the second medium is air, m =1 and Eq. (6.43) becomes P, ., =
2E, i.e., a considerable force is cxerted on the free surface, resulting in a jet
of hquid being forced upward into the air, an effect known as the acoustic
fountain (Fig. 6-4).

The beam of sound rises vertically through an oil bath and is incident
on the base of a glass tube that is closed at its bottom by a 0.03-mm sheet of
copper foil. Two nonmiscible liquids are poured carefully into the glass
container. Figure 6-5a shows the case of water over CCly. Here p; =
1.594 g/cm3, ¢; = 938 m/sec, p; = 1 gm/cm?2, ¢, = 1483 m/sec, m = -0.004.
By Eq. (6.35), the net force = SP,,, = +0.367 (E,), i.e., the force is in the
direction CCl4 - H,O, the direction of the sound beam.
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Figure 6-4.— Example of acoustic fountain i
(from L. Bergmann, Der Ultraschall (6th (
ed.) 8. Hirzel, Stuttgart, 1954, p. 208]. i :
Figure 6-5b shows the case of water over anilin. Here p; =1.022 ! i
\ giem3, ¢, = 1659 m/sec, m = -0.07, net force = -0.364 ¢E,), or counter to g 1
the direction of the sound beam. i {
The fact that the direction of the net force is independent of the di- i
rection of the sound beam is brought out even more clearly by experiments } *
with the same pairs of liquids, in which reflection system, schematically de- i 2
picted in Fig. 6-6 is used. %
P
1 1
1 ;
H H
k|
i
i
i
;
i
i
i
Figure 6-5.—Radiation pressure effects at an interface. (2a) water s
. over CCl4. (b) water over aniline. The sound source is at the bottom ) !
' in both cases (from Hertz and Mende [3}). 1
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Figure 6-6.~Arrangement for observing in-
dependence of net force at interface in direc-
tion of the beam (from Hertz and Mende
(3D

Figure 6-7a shows the case for water over carbon tetrachloride and Fig.
6-7b that of water over anilin.

i 6.7 Radiation Pressure Devices.

The pressure of radiation has been used in several techniques for meas- i
uring sound intensity.

Figure 6-7.—Observation of independence of net force on direction
of beam. Arrangement is that of Figure 6-7. (a) water over CCl,: {
(b) water over aniline (from Hertz and Mende (3}). ‘
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The first instrument for sound intensity measurements by means of
radiation pressure was due to Altberg. [11] The basic principle is shown in

Fig. 6-8.
| ————
$ \
p—
:Swﬂd

N -~~~ WS

Figure 6-8.—Use of radiation pressure to measure sound intensity.

A continuous beam of sound is propagated upward in a liquid. A flat
plate is suspended in the liquid to intercept the beam. The plate also forms
one pan of a microbalance. To avoid standing waves, the bottom of the plate
is usually roughened so as to produce diffuse reflection.

The balance is first adjusted in the absence of sound. When the sound
beam is turned on, the pan will be pushed upward by a force given by

F= fbeampLdS'

If the beam approximates a uniform one of cross sectional area §, and if the
entire beam is absorbed by the detecting surface,

(KD

F=pLS

12
c

For a beam in water of one atmosphere initial pressure amplitude and cross
sectional area 3 cm?, F =6.7 dynes, which is equivalent to the weight of a
7-mg mass. Thus the accurate measurement of the mass difference gives
a measurement of the sound intensity.

To obtém absolute values, it would, of course, be necessary to know the
reflection coefficient m. However, one generally needs only to know that the
radiation pressure force is proportional to the energy density.
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This method of detection was frequently used in measuring sound ab-

sorption in early days. [12] More recently it has been incorporated into
sound intensity meters.

A more sophisticated technique of *“‘chopping’ the radiation pressure

by square wave modulation has also been used in absorption measure-
ments. [13-15]  The resulting radiation pressure becomes a square wave
with an amplitude proportional to the intensity of the initial beam.

The device has the advantage that it measures the total energy density

present, rather than that of a particular harmonic, and can be used with suc-
cess in finite amplitude work.
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15.
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Chapter 7 :
STREAMING %
The term streaming is given to the bulk flow of fluid that results when- 3
ever a sound wave is present in the medium, and was first observed by Fara- {
day in 1831.[1] Under certain circumstances, (high intensity, presence of
surfaces from walls or impurities) the effects of streaming can be quite ‘
marked.
7.1 Basic Equations. q
In order to treat the phenomenon quantitatively, we first consider a
homogeneous isotropic fluid. We focus our attention on a small volume §V
of such fluid and sur- ose that the only forces acting in it are the forces of :
elasticity (=7p) and viscosity (bn VV - u - nV X V X u), where the terminology :
has all been introduced previously. That is, our equation of motion is the ;
Stokes-Navier relation ;
a_ . :
f=-Vp+V[<3n+n>v-u]-nvxv>(u i
du Ju
=p-cTt-= p[-é—’-“'(u-V)u}. (7.1) !
We can rewrite this equation somewhat differently by making use of the equa- !
tion of continuity a i
| 24 gpm=0 12) i
|
: to yield
3(pu) |
+ p(u- V)u +uV- pu 3
or : i
4 ] i
‘ = -Up + v[<3n+n>v'u]-nvx VX u. (7.3) {
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As in our perturbation analysis of Chapter 3, we introduce expansions
of p, p, u in terms of successively higher order approximations:

P=py*tp tpyt
p=pgt e tpyt - (74)
u‘-‘ul +U2 + e,

The quantities py, p( are the static or quiescent values of the pressure
and density, respectively. The corresponding value of u is of course zero.

A complicating problem is the presence of the viscosity under the ¥
operator in the second term on the right of Eq. (7-3). In some of the standard
references (Rayleigh, [2] Eckart [3]) both n and n' are assumed to be inde-
pendent of the density, so that they can be ren.c 'ed from under the V. In the
rescarch of Medwin and Rudnick, [4] these authors assumed the shear vis-
cosity 7 to be constant, but wrote the bulk viscosity n’ as

’ ’ a ' — ’ 12
n =ngt (—5%> py Emg + . (7.5)
0

A very general form of the acoustic equation in a fluid has been developed by
Hunt. [S] For the present we shall neglect all variations in viscosity, return-
ing to them in Section

The equation of continuity has been written in its most general form
in (7.2). The conservation of momentum yields

du
P57 = pF, - p(u VIu -Vp + (A + 20)V(V - u)

-nVX (VX ) + (V:u)VA
+ (VN Mu+IAX (VX u) (7.6)

where F, is any external vector body force per unit mass acting on the sys-
tem, 1, \ are the two viscosity coefficients, n is the shear viscosity, while A is
the dilatational viscosity. The bulk viscosity 0’ is given by

n = 7\+%’?. (1.7
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If no forces act from outside the system and the variatfon of viscosity is
neglected, Eq. (7.6) reduces to the form

d
"5‘? = =p(u Nu-Vp + A+ 2V u) - VX (VXu) (7.8)

or, since

a(pu) ou dp
a P tYar

which, by application of (7.2), becomes

a(pu)_ ou
YA TS -u(ypu),

we can obtain the following expression for the mass transport velocity pu:

d(pu)
YR -u(V-pu) - (pu-V)u - vp

+ (A +2MV(V u) -~V X (VX ), (7.9)

which is the same as (7.3) when we identify the second viscosity coefficient A
with 3n’ = 2n as in Eq. (7.7).

It should be evident by now that the first rule of calculation of non-
linear acoustics is to kecp the minimum number of additional varying quanti-
ties that is needed for the consideration of any problem. If the results of cal-
culation with these give good experimental agreement all is well. If not, or if
the calculations result in zero effect, we then must look for additional terms.

In application of this second rule, we place all known or solvable terms
on the left of the equation and the new, unknown and nonlinear terms on the
right as small perturbations.

The treatment of the bulk viscosity has long been a controversial one in
the field of linear acoustics. For example, the quantity can be, and often is,
used as a catch all, to account for excess absorption beyond that predicted by
the Stokes theory. The discovery of relaxational processes in fluids required
the bulk viscosity to be a function of the frequency. This has disturbed many
researchers (see Markham [6]) who preferred to introduce an empirical dy-
namic equation connecting the pressure and the density. The resolution of
this difficulty is found in the application of irreversible thermodynamics. (7]
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In his treatment of tl.e problem, Nyborg (8] introduced a dynamical
relation between pressure and density with a frequency-dependent param-
eter, writing the first order rclation between py and p, as

py = cgpy + R o . (1.10)

If we insert Eq. (7.10) in (7.1), we obtain a first order expression for
the stress force per unit volume

f= —cg?Vpy - R Vo, + (%n + n'>VV- U -9V X VXu (7.1

Now the continuity equation in first order is
pl + pOVu| = 0, (7'2)

so that the term =R _vp| = poR_,VV ' u,,i.c.,a quantity poR , has in effect
been added to the bulk viscosity n'. In using R, . one must therefore keep it
in mind that " used here does not have a frequency dependent component.

We have already reviewed the simple solutions of Eq. (7.10) in Chapter
2. Of particular importance to our work is the fact that the absorption
coefficient

)
a = _?n +n
; 2p0C3

4 , w?
[?" toot pro] (, 3)
. -PoCo

in the work of Nyborg} is much smaller than k in virtually all fluids.*

Equation (7.9) can be conveniently rewritten in first order (for hai-
monic waves with the time dependence ¢/“!) in terms of the wave number &
and the absorption coefficient a:

for

W ouy + (k- da) up =ik - ia) p—;VXVx u,. (7.13)
0

*An cxception is provided by fluids of extremely high viscosity, such as methyl meta-
crylate, where 1 is thousands or millions of times greater than i¢: common liquids.
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This equation has two distinctive types of solution:

(a) Irrotational motion. Here VX u,, = 0 and

W uy, = V2, = ~(k - ig)uy,. (7.14)

This is the standard acoustics equation for damped harmonic waves,
! and will be used for the case of an unbounded medium.

(b) Incompressible motion. Here V-u;, = Oand

iwp
-V X VX u =9y, ==

7.15
o (7.15)

ulb.

Equation (7.13) gives a solution in the case of thin sheets of fluid along inter-
faces between phases.

The complete solution u, is of course given by the sum u;, +u,, asa
simple inspection will show.

Now let us return to the streaming problem. We restrict ourselves to
the case where the motion is irrotational to first order and choose as our first
order solution

u, = uoe'ax sin (wt - kx)

where uj = éo is the particle velocity amplitude, and iook again at Eq. (7.3).
This now takes the form

d(pu)
ar

F'=-Vp +(%-n+n'>vv-u—nVXVXu 7.3)

where

-F' = +(pu- Q)u + uv - pu,

If we substitute the expansions (7.4) in (7.3") and sort out terms of cor-
responding order, we obtain

zeroth nrder

(7.16)

-Vpp = 0 (py = constant)
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first order

6u1
Po-a—t'-Vpl "’bﬂVV'“l -7V X VX uy

[This is essentially Eq. (7.11)]
. (7.16)
second order

d P3
3 P11 * poy) + (Pouy VU + pou)V " uy . g
= -sz + bn WV * Uy -V X VX uy.

Let us look at the second order equation in (7.16). We first denote the
mass flow rate through some area S by M,; then

M, = fs pu:ds.

if we now substitute for p and u from Eq. (7.4), keep only terms up to sec-
ond order, and form the time average, then

—~~

(My> = [ {pguy + pyuy)-dS.
We now introduce the symbols U and uz such that
U= u, +%<p,ul) = uy +ur.
Then
JU-dS = (Mpp,g.

In the steady state S/ U- dS = 0,

The quantity U is known as the mass transport velocity.

The time average of the first term of the second order equation can
then be written ]

3 2 (d(M,))
a (P1% T P0%) = 5T

which must vanish in the steady state.
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The remaining portion of the equation, when averaged over an integral
number of cycles, is therefore

-F = -V(py) + bnVV -(u3) - nV X V X (uy) 717
with
-F = pg(uy - V)u; + u)(V- ).

It should be noted that F depends entirely on first order quantities and
therefore is a known function, while the right hand side of (7.17) contains
the unknown second order terms. Nyborg refers to -F as the vector giving
the *“time average (over a number of sonic cycles) of the time rate of in-
crease of momentum in a fluid element.””* The force is then equivalent to a
known external force driving the second order system.

We shall now look at F for some special cases.

7.2 Plane Waves in an Unbounded Medium.

We begin with the usual expression for a damped harmonic wave as the
first order solution

u; = uge ™ sin (wt - kx).

Then F reduces to the single component
, Ouy .
F, = -2p0<u1 -$> = poaugle . (7.18)

One sees immediately that the artificiality of the bounded plane is going
to cause trouble. Suppose that we have a beam of circular cross section (Fig.
7-1). Then F is a constant over the surface x = constant so long as the radius
p <a, and is zero elsewhere. The force must therefore produce a flow of
fluid to the right in the central cylinder of Fig. 7-1. Clearly the most ele-
mentary application of conservation principles requires that the fluid must
return to the left in the region outside the central cylinder. That this return
is necessary for maintenance of the flow can be seen from a consideration of

*Nyborg, Op. cit., p. 271,
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Figure 7-1.—Geometry of a bound sound beam of circular transverse
cross section in an unbounded container. 1

sound, so that there is no place for a fluid return. There is then no fluid
flow. In that case (7.17) reduces to

R e LT I YTV Ry PHUY Sy g S Ly FUTENT A FONRS W 7 T - PR

|
the flow in a cylinder where the entire cross section of the cylinder is radiating ‘

d(pz)
= 2,-2 '
-~ = poaug’e ox (7.17)

or

o1 -
(Py7 = = pougi(l - €72%%),

. L dr i nlie s o kbt Bt o d et ke i

That is, the force F, is everywhere counterbalanced by the pressure gradient
and no net force exists to induce a fluid flow.

The effect of the second order terms in the case of an unbounded me- (’ -,
dium is then to produce vortical streaming. This can be made more evident
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by taking the curl of the second order equation of (7.16) and considering
steady state conditions. If we introduce the second order vorticity £, =
¥ X uy, then our equation becomes

p, »
v2Q, = - bVp) XV =L -2V X (u; XRy)
n
Po
-Bl-v X (0,9 XR}) = Sg + Sg Sp, (1.19)
0

where b = (4/3) + (n'/n). The identification of the three S terms was pointed
out by Medwin and Rudnick. [4] The term Sg is that found by Eckart, 3]
Sp that studied by Rayleigh, [9] and Sy a third term which exists only in the
case of a rotational field (as is true also for the Rayleigh term Sg).

Medwin and Rudnick pointed out that the quantities Sg, Sg and St
may be regarded as vorticity for which there is a first order vorticity:
VXu =0, #0.

Such sources (Sg and Sy ) will be strong in the vicinity of solid sur-
faces (e.g., near the walls of a tube), where viscous forces are important and
¥V X u; may be large.

The term *‘volume source” is applied to a source (Sg) in which the first
order flow is irrotational. Such sources should predominate in an unbounded
fluid or far removed from the walls in the case of a confined one. It can be
seen from (7.19) that only the Eckart term depends on the bulk viscosity.

7.3 Case of a Cylindrical Tube.

Let us apply Eq. (7.18) to the case of a cylindrical tube in which a
bounded plane beam of sound is progressing (Fig. 7-2). The radius of the
beam r| is less than that of the tube ry and the tube is of sufficient length
that we can neglect any returning acoustic signal.

Figure 7-2.-Geometry for bounded sound beam in a walled container
(from L. Liebermann [11)).
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We rewrite the first order solution for irrotational flow in the form 3
4
i
u; = U(r)e™ sin (wt - kx) (7.20) 3
3
where U(r) allows for radial variation of the particle displacement velocity. 3
We now consider only the first term on the right in Eq. (7.19) and 3
make use of the first order continuity Eq. (7.12) obtaining :
5 3
p 3
p 2 at Po ~ )
0 ;
If we now identify §25 with the steady vorticity so that 2, = V X (u,), then §‘
time averaging of (7.21) and some vector manipulation (see [10]) gives the 1
result ’
. i
0 :
viQ, = 7 VX V. (1.22)
Substituting Eq. (7.20) in (7.21), we get :
VZL9) =-?ﬁiz—<u2) (~isin¢ +jcos ¢) \ :
2 np drdx ! yeose :
ap 2 ‘
= .20 e & (isin¢ - jcos ¢). (7.23) !
ul or :
|
It follows immediately for Eq. (7.21) that there can be no second or- ;
der circulation if « =0. Further, if we have a plane wave filling the tube, so
that U = uj everywhere, then dU2/dr = 0 and again no flow results.
To find the streaming velocity, it is usetu: 10 take the curl of both i
sides of Eq. (7.17): i
~VXF=-(VXV)py +5(VXINV uy)-nVX VXV X u,.
(7.24)
3
But the operator V X V is identically zero, so that the first two terms on the ﬁ

right vanish and the third reduces to

-nV X (W 'uz-Vzuz) = -nV X V2u2, (:

ﬂ.m—;’,—‘m,. N e .
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and we have, finally,

-V X F = -V X Viuy, (7.25)

Let us now consider the circular cylinder of fluid shown in Fig. 7-2.
The radius of the transducer r| is less than that of the cylinder ry. It is as-
sumed that the cylinder is a long one and that there is no reflection of the
sound from the far end. Furthermore, it will be assumed in calculations that

uy = qu'ax sin (wt - kx) 0<r<n

=0 n Sr<un.

Then F is given by the expression in (7.18)

F, = poauge 2%, (7.18)

Eckart {3] used Eqs. (7.25) and (7.17) to obtain the following solution
for the flow in the axial direction, subject to the condition of zero net mass
flow through any cross section:

o

up(r) = K (rg? = r?) + Kzfo I'(s,r)P(s)ds (7.26)

where

1
Ky = 3 b1')k2/po2c'03

i‘(s, r)

sin(rg/r) s<r

sinrg/s s=r

r
0
Kl = K2764f (Sr02—33)P2(S)dS.
0

— Ll

:
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4
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For the specific geometry of Fig. 7-3, Eckart obtained the result

2
. 2 r r
u2:U=G.].]..I_ \ 1

2 ,12 2’. 2/ rO

0<r<n

]
i
Q
|
=
'
+
=)

where

2
_ b "_o_n)
CO 2 )

Plots of u, vs r are shown in Fig. 7-3 for three cases, for whichr; = 1.5
cm and the ratio ry/rg is successively 1/3, 1/2,2/3. From these calculations,
it is evident that the cross sectional area of flow in the positive direction is
greater than that of the sound beam for a relatively large tube, but becomes
smaller than that of the sound beam in the case of a narrower cylinder.

7.4 Experimental Studies.

A number of interesting experiments have been performed indicating
the qualitative validity of the theory just sketched. Figure 74 shows that
streaming in the case of a geometry similar to that employed in the Eckart
theory. [11] Fine particles of aluminum were suspended in a xylol filled
glass cylinder. The circulatory nature is clearly indicated.

In another technique, Zarembo and Shklovskaya-Kordi {12] used a
container half filled with glycerine and then a layer of vaseline oil (immis-
cible in glycerine) was added. A beam of sound enters the container parallel
to the interface, with its axis lying in the interface.

A drop of colored water is then released in the vaseline. It gradually
falls to the level of the interface, where it spread out, due to surface tension
forces. The motions of streaming at the level of the interface carry the drop
along the stream lines, so that a flow pattern gradually emerges (Fig. 7-5).

A modification of the analysis of Eckart has been given by Statnikov
(1967) [13] for the case of sawtooth.like wave [Eq. (3.49)]. In essence,

Statnikov begins with Eq. (7.3") and writes u in the form u = uj + u, ., where

u, is the streaming velocity and u, . the oscillating particle velocity. He then

P - [P P, . |
M
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Figure 7-3.—Plots of theoretical values of streaming velocity as function of radius r. (r} =
radius of beam, r,, = radius of cylinder.) (a) 7, /r, = 1/3; @) r,/rg = 1/2; (e} ry/rg=2/3
(from C. Eckart {3)).
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Figure 7-4.— Acoustic streaming from a sound source in water. The motion is made
visible by 2 suspension of finely divided aluminum (from Liebermann [11]),

[N,

o &
T e N 1 N s MM ¢ e MMMMM

e b W

b

L

uses Eq. (3.49) for u,.. under the assumption that the cross sectional area of ! i
forward streaming is identical to the area of the sound beam (Fig. 7-6). No at- 1 ;
tempt was made to determine the reverse motion. .‘ i
After some mathematical transformations, the same solution as Eckart’s ?

is obtained except that the amplitude function G is given by 1
on

s 2 ‘

bZn.kaZrl. ’22 ;
G=——=3 — (7.28) 3*
3%4py ¢ 3 sinfr< nag !

i i

Here oy is the small-amplitude absorption coefficient and § the nonlinearity ; !
parameter. If the acoustic Reynolds number Re,.=p,./bnw <1 (and ? i
< 1), G reduces to P
; 2

2,2 i

Pox (Pac)ry (7.29) .

- T 5 4 ’ ‘

2b p2C2 i 1

i "

which coincides with the Eckart value. For high intensities, Yo
i

2 DA

(Ug) . i

G = 107 Re,, o B(kry)”. (7.30) ¢ f 4
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(b) ' (©)
Figure 7-5.—Motion of a colored film of water at an interface between glycerine and vas-
eline for increasing time after start of experiment. Source is at the left (from Zarembo

and Skhlovskaya-Kordi [12}).
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Figure 7-6.—Acoustic streaming fot a sawtooth wave
(from Statnikov [13)).
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Experimental resuits are shown in Fig. 7-7 for streaming in water. [14]
The measurements were made on a 1.2 MHz beam with the receiver 17 cm
from the source. Aluminum-magnesium alloy filings were illuminated in the

o ApTEsEm 4 DY T i
water and photography with intermittent illumination served to measure the ; %
velocity . D3

' i, ' 5
cm/sec ! L]

! b

s / %

|

g | i
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h——. A 1 i ) ‘ :a‘

2 4 & 8 0 12pd :

Figure 7-7.-Streaming velocity in water as a function
of acoustic pressure amplitude (in dynes/cm?). Curve
(1) experimental data of Romanenko [14]; curve (2)
theoretical data of Statnikov [13].

It is estimated that Re,. ranged from 28-145. The inflection on the
curve corresponds to the formation of sawtooth. Both upper and lower por- ;
tions of the curve are parabolic in the pressure. The Statnikov theory for the L
upper region is indicated by curve 2. The agreement of theory and experi-
ment appears to be quite satisfactory.

n

7.5 Plane Wave Traveling Between Parallel Walls |

We shall follow here the analysis given by Nyborg. [15] The geometry
is that sketched in Fig. 7-8. The quantity F of Eq. (7.17) is directed mainly
along x and we take F, to be approximately a function of z only.* We first
assume that the surfaces are infinitely rigid, and that therc is no slipping of
the fluid at the walls. Under these circumstances, Eq. (7.17) reduces to

S L.

32u P, *
. . =+t Fx =0 (7.31) |
z- ‘

(all the variables are averaged quantities) where dp,/dx =K is a constant.

*Although we know that the fluid must return somewhere, so that there will be some
point at which the main flow must turn and therefore be in the z direction, we defer the

! location of this turning 10 some distant point out of the range of our immediate con- .
. . . " ¥
L sideration, Nvborg makes the comparison with an cxpress highway — heavy traffic in (
{ bath directions, but no U turns are permitted except at some far distant location.
;
! 1
| |
’ _ — - ——— e
; - TN :
‘ ~—t
. \
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Figute 7-8.—-Geometry for plane wave between paraliel walls.

We further particularize the sound beam to be symmetric about the
plane z =0, and to be cut off sharply at z=2z,, h-2,. Three major cases
can now be distinguished.

(@) z; >0,K=0. This corresponds to a sound beam whose edges do
not reach the walls, one in which the ends of the beam are not terminated
(open channel).

The first order velocity will be given by

up = A +ilwr - kx) 7y €Kz<h-z

0 eisewhere.

Then F, = pOaAze'zo’“ > ppaAd? over the cross section of the beam [Eq.
(7.18)].
Equation (7.31) then has the solution

uy = B(h - 22))z 0<z<z

Bhz - 22 - z,%) 2, <z< -;-h (1.32)

where B = pOaA2/2u.
The same curve will be repeated in the opposite half of the channel.
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(b) z; >0,K+#0. This corresponds to the case in which the flow is
altered by a closing or partial closing of the ends so that a pressure gradient
exists. This in effect alters the constant in Eq. (7.31). However, we shall
have K # 0 over the whole cross sectional area. The result is therefore a flow
velocity u to be added to the u, of Eq. (7.32), given by

. uy = %Kz(z - h). (7.33)

The alteration produced in the flow pattern here is shown in Fig. 7-9,

STREAM-
ING
VELOCITY
T —
-~ N
7/ \
// \
/ \
J| j h:/2 ‘\l 'kh - X
/ j

\ Y v
\ \ /
\—// |-<— SOUND BEAM —>1 \\_ y

'

Figure 7-9.-Distribution of streaming velocity in propagation of sound between
parsllel walls, The geometry is that of Figure 7-8. : open channel, z, = h/4;
== =Closed channel.

The solid curve gives the streaming velocity u, for an open channel for the
case in which z| = h/4. The dashed curve shows the velocity u, + u for a
closed channel. In the latter case, the mass flow rate M, must vanish:

h
M, = py ‘- (uy + uy)dz
0
- - Kh? | _
= poh ll2 - Tz? | =0 (7.34)

Here i1, is the average of the quantity u, across the channel.

i
3
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Equation (7.34) therefore represents the mean forward flow of case (a),
u,, plus the reverse flow, characterized by the potential gradient K. The
value of i, can be found from Eq. (7.32):

h/2 2
- _2 _ Bh 2 3
uy = ZJ; Uydz = -1—2-(2 - 32+ Z). (7.35)
4
Here Z, = 773 measures the relative width of the sound beam in the channel.

(When z, = 0, the sound beam fills the entire channel.)

(c) zy =0. Nonslip condition. If we allow Z, =1 in Eq. (7.35) so that
the sound beam fills the entire channel, @, =K =M= 0, i.e., no flow can oc-
cur. However, this result is based on an unlikely physical situation—that the
fluid particles can move freely at the wall (i.e., we have allowed the magnitude
of u; to be constant over the cross section of the channel, even at the wall).
A more realistic assumption would be that the tangential component of the
particle velocity is zero at the walls, i.e., a nonslip condition. The solution of
this program involves the problem of boundary layer behavior, a problem that
has had enormous attention in fluid dynamics (see Schlichting [16] ) and one
into which we should like to enter as little as possible.

If one has a sound beam that extends to the wall, the first order solution
u, that satisfies the nonsliy condition is given by the following equation
(Nyborg, p. 314):

u, (longitudinal component)

= upe (1 - e™M¥) cos (wt - kx)
7.36
w) (transverse component) ( )
uge ™

= - — (1—e"’"z)[acos(wt—kx)-k§in(wt-kx)].

These lead to a force field F dominated by an x component that consists of
two separate terms

Fy = Fyg t Fyg

s e ! T i e
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where
an = pOwOZe-2ax
(7.37)
1 -
Fep = 3 poA%e 2% [kf)(B2) + afy(82)].
The functions f} (82), f4(Bz2) are defined as follows
f1(B2) = € P cos Bz + eP? sinfz - e 2P
(7.38)

f5(Bz) = -3¢P% cos Bz + e sin Bz + e 282

where 2 = wp/2u.* These relations can be put in a neater form by introducing
the substitution C = e™#? cos Bz, S = e™? sin Bz so that

fi(B2) = C+S§ - e
(7.39)
f(B2) = =3C + 5 + 722,

The variation of f,(B2), f5(Bz) with fz is shown in Fig. 7-10.
Rz
]

T34 6 & T 8

Lo

0P

-20

Figure 7-10.-Force field functions of Eq. (7.39):
5—[ 1 (ﬁZ)@—fz(ﬂz) (from Nyborg (8]).

It is clear from the figure that both f; and f, vanish for z greater than
5/8.

*The ac thickness parameter  is used only in Secs. 7.5-7.7, and should not be con-
fused with the nonlinear parameter 3 used elsewhere in the book.




s
.
!
'
g

TN Gt e e e e

vy oap A

=gy

SEC17.5 STREAMING 259

The distance §-! is given the name of the ac boundary layer thickness.
For water at 10 kHz, 1/8 =5 microns, so that the ac boundary layer will be
extremely thin.

We shall not go into the details of further calculations but only cite the
result.

The average flow velocity U in the channel that is capped at both ends
(valid for distances >58~! from the walls) is

_ 3“02 6z 2
U-—4c—|:l -7(1 —-h-'>] (7.40)

A graph of (7.39) is shown in Fig. 7-11. This is a complete turnaround
from case (b). The forward flow of the fluid will occur near (but not at) the
walls, with reverse flow in the center.

101
031
U
0 . /N ——
Ql
“08¢~-~-- ——

Figure 7-11.-- Average flow velocity U for closed channel with nonslip condition
on side wall. Units of U arbitrary (from Nyborg [8]).

In the case of an open channel, the flow is given by Eq. (7.31) for
zy; =1 provided that the width of the channel is large compared with the
sound wavelength (kh > 1),
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7.6 Standing Waves Between Paralle]l Walls.

As pointed out in the INTRODUCTION, streaming in the case of stand-
ing waves was observed a hundred years ago in Kundt's tube experiments and
here as almost everywhere else in acoustics, Lord Rayleigh presented much
of the basic theory. [17] Using the geometry and notation of the previous
section, we follow the Rayleigh treatment and introduce the stream function
Y. This function was used by Stokes to express the average for the second
order, or streaming, velocity u;. The quantity ¢ - u, is essentially zero and
we define the stream function such that the x, z components of u, (u,w) are
given by

ay
“T %7
(7.41)
Y
ox

Then the associated vorticity 2, =V X u, will take on the value (for the
case of Fig. 7-7)

_ _ . {ou aw\ _ .[3%y . 3w
Qz = VX u2 —J<$ - E) —j(;z—z-"';z—{). (7.42)

Then, taking the curl of Eq. (7.17) (with V- (u,)=0),

VX F=+pV X VX Uy =+pV X Viy,

]

VIV X uy = 928, (7.43)

Rayleigh derived the solution for standing waves in a channel with the
nonslip boundary condition as

uy = ug cos kx [cos wt ~ e cos (wt ~ B2)]

k . n - T
Wy = ~e——=uqnsinkx |cos [wt - =) -e7B% cos (wt - fz - =}|.
! B2 ° [ ( 4> ( ¢ 4)]

Here g-! is the ac boundary layer thickness, as before.

¢ okl bl s i il
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As in the case of a traveling wave, the force F, along the direction of
propagation will be given by the sum of two terms,

FX = an + FXS
where
Fyg = poku02 sin 2kx

(7.45)

I .
Fyy = 7pokug'fy(B2) sin 2kx

with f,(Bz) given by Eq. (7.38).
The patterns of uy, F,, and the average particle velocity U = [u, +
(1/pg)<p u;>] are shown in Fig. 7-12.

Ii: ] :
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010107
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¢ _1QIQid!
Figure 7-12.-Distribution of u |, F,; and V for standing
waves in a channel (from Nyborg [8]).

-

The combination of Eqs. (7.42), (7.43) yields the equation

4
Véy, = z_;p = -237_’ Bpgkug? sin 2kx (2C + § - e7267) (7.46)
4

where the nonvanishing of ¥V - u has been taken into account. The solution
of this equation with the boundary conditions

Uy = wy =0atz=0

~— = w5 = 0 at midchannel (z = (1/2)h)
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has the following form for gh > 1:

y = Gsinkx|:4C+ 2S+-|3e‘52 --?-)-+3Bz< -g)( _ylﬂ

where G = u02/86c‘.

Equation (7.47) can then be used to find the velocity components
uy,w,. By further manipulation, we can derive the expression for the x and
2 components of the average particle velocity U and W:

U = -38G sin kx [e’z"z +285 -1 + 6-2—‘( - ;)]
(7.48)
W = -3kG cos 2kx {e‘”z +2S+C) -3

220

If we assume 823> 1 (i.e., positions in the channel well outside the
boundary layer) then

uy = 3G [I -6-2- (l —g)] sin 2kx

wy = ~(6khBG) [—; (l - ;)(\l - 2;):' cos 2kx.

U

(7.49)
W

These are the values obtained by Rayleigh.

Expressions can also be derived for U and W rear the walls, say near
z=0. These take the form

U= -(36G)e %2 + 2§ - 1)sin 2kx
(7.50)
W = -(3kG)[e 282 + XS + C) - 3 + 2pz] cos 2kx
LIPS
z
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The behavior of all these relations can be made somewhat clearer by
defining limiting values of U and W:

U 38G sin 2kx
(7.51)

W

-6kBzG cos 2kx.

Figure 7-13 shows plots of U/U; as a function of 8z. If gk is sufficiently-
large (>10%), the streaming rises rapidly to the limiting value.

Py
7] — 10
‘03
oe}
| ool
Y 3
o4t ;
i 3
o2} 3
]
02 a4 6 8 12 r3 20

nr —

Figure 7-13.-Distnbution of streaming velocity near wall for stand- ;
ing waves in a channel. Upper curve: gh = 10%; lower cuive: gh = g
103 (from Nyborg [8]).

Many other relations can be obtained for the streaming for various spe-
cific situations and the reader is referred to Nyborg for further details.

7.7 Oscillatory Flow Near A Cylinder.

The streaming field in the neighborhood of a cylinder has been widely
studied. The basic acoustic problem is that of streaming in the presence of a _
sound field. It has been shown by Westervelt [18] that, to terms of second -
order, the streaming past a fixed cylinder in an oscillating fluid is the same as 3
in the case of a cylinder that is oscillating in a fluid that was previously at i
rest.

The first of these cases was solved-in detail by Holtzmark, et al., (19]
and we shall summarize the main points of their analysis.
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The geometry is that indicated in Fig. 7-14.

Figure 7-14.-Geometry for oscillatory flow near cylinder.

We assume that the fluid at large distances from the cylinder is oscil-
lating sinusoidally and apply the usual boundary conditions on u, and uy.

ay

ug ar—O,r=a

-Acoswtsind, r = +oo

(7.52)

L}

0, r=a

[=$] Kot
>l

~
]
L

Acos wrcos, r = +oo,

As in virtually all scattering problems of this type. the solutions are
most effectively written in terms of the Hankel functions of ili¢ first kind
(recall Section 1.8). We therefore define

H{V(kr) H{D(kr) H{D(kr)
- Y - z -

T T RPRTSY (7.53)
H§(ka) H{V(ka) HS )(ka)
where k is the wave number of the shear wave:
k = i3/ wpin = (1 +)B. (7.54)

X, Y and Z are therefore the Hankel functions of order 0, 1, 2, nor-

malized to the value of the zero order Hankel function on the surface of the
cylinder.
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The first order solution of the problem with the boundary conditions
(752)is

d’l = Aasin 6 [ka e -2-Z(a)7]e
+ complex conjugate. (7.55)

If Ba is large, as it usually is, Eq. (7.55) can be greatly simplified. This
form, first given by Schlichting [16], can be written as the real part of

2 ; .
Vis = l/ﬁ—:A sin@ e~/ [) - (1 * 0B -a)

- \V2B(r - a)] e, (7.56)

The solution of (7.55) and (7.56) is divergence free. For r>a and
Ba> 1. one can consider Y ¢ in the limit of large 8r. In such a case, the
tangential component u, is much greater than the radial component u,.
The actual relations are

-2Asin 6 [cos wr - €™ cos (wt ~ n)j

Uy
(7.57)

W

V2, n -n m
u, -BF-ALOSB cos(wt—z -e cos(wt~n-74—
- V2 ncos wl]
where n = 8(r - a).

For large gr and far from the boundary layer (n > 1), Eq. (7.57) re-
duces to

u, = =2Asin 0 cos wt
u =£Acos@coswt—l.
r r 4

We now attempt to determine the streaming velocity. To do this, Holtz-
mark et al. begin with the first order streaming function and obtained the
equation analogous to Eq. (7.44):

V4, = p(r)sin 20. (7.58)

D i ] iy s i L A i e S G NI kel

AR W & S ot 5 s

MDA SO ATIMED fnt ol ARBAGEACIIN, 1 SO AT L0 5E

it lnraadti st s | rms ate e

—~——— .-
. - — = e

. . B 'u . . : |
L.._, R PRI VORI S Sy L TGN F SV .90 YO Y A s A_._A__AA.LMMM_M y



N ety

-y

P TR S

i o
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Here p(r) is an involved function of the Hankel functions:

iood 2l 2 2
p(r) = ﬁilz + Z Z@)x* +2X2* - 2% L 728(a)X - 2x*z]

where the asterisk indicates the complex conjugate.

We shall not write down the solutions of Eq. (7.58), which are even
more involved, but limit ourselves to reproducing the calculated streamlines
for the first quadrant (Fig. 7-15) in a particular case.
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Figure 7-15.-Streamlines in qusdrant of field near circular cylinder in oscillating
fluid. Oscillation occurs in horizontal direction (from Holtizmark {19])).

7.8 Some Further Experimental Work.

The connection betwern sound bsorption and acoustic streaming which
was noted by .y smin a remark - @ char.’s work, [20] has been subjected

to further cxs eia tal test. In 19, col.pson a-w! Tjott | 21] made experi-
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mental studies of the sireaming velocity profiles that were in good agree-
ment with theory. From the values of the axial streaming velocity, they
computed the ratio of the viscosity coefficients n', n for water and ethanol
and propanol and obtained values within 10% of the accepted values. While
this was not a precise method of measuring the sound absorption, it did give
substantial experimental confirmation of streaming theory.

Picrcy and Lamb [22] also used the streaming technique to determine
the absorption. Their experimental arrangement is indicated in Fig. 7-16.

Side hbe for retum poth

Figure 7-16.- Arrangements for stteaming measurements
(from Piercy and Lamb [22]).

A tube of approximately L shape with a side arm is filled with the test
liquid. A 1-MHz quartz transducer terminates at the end of the vessel so that
a traveling wave fills the main body of the vessel. This wave is incident on and
reflected from a radiation pressure vane at the corner of the L. This vane
mieasures the initiai acoustic pressure by determining the radiation pressure.

As the sound wave reflects into the leg of the L, it is substantially ab-
sorbed by the polythene material surrounding the terminal cone of the liquid.

Since the transducer fills the mzin channel, there is negligible stream-
ing in it. The static pressure is then that of Eq. (7.16)

1 -
(py) = 3’00“02(1 -€ 2ax)

and the pressure difference between points x = 0 and x = € marking the ends
of the side arc will be

1 -
Ap = '2’ p0U02(‘ - € 2&2) (759)
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If the flow in the side arm is then assumed to follow Poiseuille’s law, it
follows that the velocity u, measured along the axis of the tube will be

u, = —=A4p (7.60)

where Ap is given by Eq. (7.59). Hence the measurement of u, was sufficient
to determine the absorption coefficient a. This method was used by Lamb
and his colleagues for the measurement of the absorption coefficient of a
considerable number of liquids.
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Chapter 8

CAVITATION

8.1 The Nature of Cavitation.

The uame cavitation has been applied to the phenomenon of the ap-
pearance of holes in liquids. This appearance is usually due to the stress of
tensile forces of some kind. These later may, in turn, be due to high speed
flow, the rapid motion of a solid (such as a propeller blade) through the
liquid, or to high intensity sound. At the same time, the nature and behavior
of the holes can be quite varied. Depending on circumstances, these holes
will be filled either by gases previously dissolved in the liquid or, in the ab-
sence of such dissolved gases, by the vapor of the liquid itself. Some authors
have distinguished between these two types of behavior by calling the first
gaseous cavitation or pseudocavitation and the second, vapor cavitation or
true cavitation. In his very detailed study of the cavitation process, Flynn
{1] (1964) noted that the first phenomenon has also been called ‘‘soft,”
“weak,” ‘“degassing,” and ‘‘false” cavitation, while the second bears the
labels “‘hard,” *‘strong,” “‘pure,” and *‘real.” The terminology certainly sug-
gests that we are dealing here with the “bad guys” and the “good guys,” and
in an effort to avoid prejudicial language, Flynn has suggested the name
stable bubble field for the first of these phenomena and transient bubble or
cavitation fizld for the second. This shifts the distinction between two gen-
eral types from the nature of the content of the bubble, or from a description
of the characteristic manifestation of the bubble, to the ability of the bubble
to survive for any appreciable length of time.

The subject of cavitation is a large one and could easily fill up a whole
book, as the article by Flynn can testify. We shall be interested here only in
a few aspects of cavitation that bear most closely on the field of nonlinear
acoustics. These include acoustic means of cavitation generation, nonlinear
behavior of the cavity, and sound produced by the collapsing cavity.

8.2 Static Bubble Theory.

When we observe a cavitation event in detail, we note that we first see a
very minute buoble which grows very rapidly and then collapses with a dis-
tinctive sound. What we do not see is the process in which the little bubble
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came to be. Qualitatively, most of cavitation theory presumes that the little
bubble was already there, clinging to some bit of impurity in the medium. If
we begin with this hypothesis, postponing the discussion of the origination of
the little bubble, we must ask the question as to what conditions are neces-
sary to bring about the rapid growth and collapse of this bubble. This begins
with the study of the equilibrium theory of a bubble nucleus in a static
pressure field.

Figure 8-1.—Pressures in cavitation bubble.

In such a bubble (Fig. 8-1), the total pressure p,. inside the bubble, due
to the gas pressure pg and the vapor pressure p,, will be counterbalanced by
the hydrostatic pressure of the liquid p; o plus the contribution of surface
tension p, = 20/R, where o is the surface tension and Ry the radius of the
bubble. Therefore

20
Py + Pg = PrLo +-§a. 8.1

If the external pressure is changed to some new p; , so that the bubble
racius becomes R, the new equilibrium relation will be

Potp=p *+ & . ‘ (8.2)

If the pressure change inside the bubble is isothermal, then pR3 =
PoR} or

Ro\’ 2
p, + pO(T) =p, + .k‘.’ , (8.3) (
1 —
: ' p \
Y . \\
b‘—'"-- - T rr > o ‘—-. , ; - -y T
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Equation (8.3) defines the equilibrium condition, but does not guar-
antee stability. Given p; <p,, R may be so large that the left side of the
equation cannot equal the right side and the bubble will grow steadily. If we
take the differential of both sides of (8.3) with respect to R and require the
two sides to be equal, we define a critical radius R :

x
Cw
&
[=]

?.
|

3pg

X
{78 )
X
o

If R <R_, the bubble will be in stable equilibrium. Substituting this relation
for R, in Eq. (8.3), we obtain the result

40
R L ,————— 8.4
¢~ 3o, - Pyl 8.4)

If p; = -1 bar, then the critical radius in water at 20°C is 9.5 X 105 cm or
95 microns.

Of course, one does not usually maintain static negative pressures. In-
stead, one deals with an acoustic wave where the pressure is oscillating, with
periods of negative pressure being less than half the period of the sound wave.
We therefore seek, first, an expression for the value of the acoustic pressure
amplitude needed to enlarge a bubble of initial size R to the critical size R,..
We must then study the time interval necessary to bring about this growth.

The first of these questions was answered by Blake, [2] using simple
equilibrium theory. If p,. is the acoustic pressure amplitude, then the most
negative pressure in a medium in which the static pressure is p; o will be

Py = =Pac t Pro-

Since this is a negative quantity, the expression (p; - p,) of (8.4) can be
written p,. - p; o + p,, so that (8.4) becomes

40
R = . 8.5
€ 3pg.-protp,) 83)

in the absence of sound, we have Eq. (8.1)

_ 20
Po*Pu’PLo*Tg;
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while in the presence of a sound beam that just achieves critical size of the
bubble, we can write Eq. (8.3 as

3
p-R-Q\ + P, = “Pge t D + 22 (8.6)
ORc/ v ac LO R .

o

The original bubble size Ry can now be eliminated between the last two equa-
tions, achieving the result for the Blake threshold for vapor cavitation as

40 Ry 12
P = pLo-p,* W3R, [l - Pro -P)75, . (8.7)

According to this analysis, the radius of the bubble nucleus of original size
R will grow at an explosive rate whenever the acoustic amplitude reaches the
value ptB .

Under normal conditions, and in the absence of sound, bubbles of gas
can disappear by reason of diffusion of the gas through the gas-liquid inter-
face. This will occur even though the liquid is itself saturated with the gas.
The reverse process, known as rectified diffusion, occurs when a sound field is
present, and may cause gas to go from the liquid into the cavity. This phe-
nomenon was first suggested by Harvey et al. [3] in 1944 and has been de-
veloped in the researches of Blake, [2] Hsieh and Plesset {4] and Stras-
berg. [S] The theory involves the existence of a threshold pressure ampli-
tude P,HP, for which the nucleus will grow under rectified diffusion. When
the pressure in the liquid is below this threshold value, the bubble will lose

its gas by normal diffusion and disappear. The expression for pt”P is given by

1/2
HP 2 20 <,
Pt =% 1+ -= (8.8)
' 3PLo ( Ropro Co)

where ¢ is the saturation concentration of the gas at the pressure p;  and
¢, is the actual concentration of the gas in the liquid at great distances from
the nucleus.

Figure 8-2 is a graph taken from Flynn of the two thresholds just dis-
cussed. We restiict our attention to the case of p; 4. The effect of an in-
crease in p;  is to shift the entire set of curves upward.

If we are to take both theories seriously, the nucleus bubble will grow
sometimes by one mechanism and sometimes by the other. For example, a
bubble of radius less than 2 X 10> c¢m would grow by rectified diffusion as

soon as p,. reached the threshold PHP . If the acoustic pressure remained con-

stant, the bubble would increase in size until it reached the line of the Blake
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Figure 8-2.—Theozetical cavitation thresholds (from H. Flynn [1]).

threshold, whereupon it would grow explosively. For bubbles of initial
radius greater than (1-2) X 1074 cm, the growth must be entirely by recti- _
fied diffusion, while those in the intermediate range, for which the threshold
] pressures are about the same for the two mechanisms, the growth will be 3
3 dominated by the very rapid Blake process.

EART P AT AW e

All of this theory suggests that the growth process will be independent
of frequency. Since many experimental measurements exist that demonstrate
a frequency dependence the application of Eqs. (8.6), (8.7) must be limited
to cases in which the sound frequencies are far below the resonance [requen-
cies of the bubbles.

One experimental point has been plotted, that of Strasberg for bubble
| growth under rectified diffusion. It can be seen to be in good agreement with
A the theory,

.
’

8.3 Dynamic Bubtle Theory. !

The previous section dealt only with the equilibrium states of the cavi-
tation bubble. Since we are primarily interested in the growth and collapse
of cavitation bubbles, a study of the dynamics of bubbles is necessary.

—— e~ ——————
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In reviewing the large literature on the subject, Flynn distinguishes
four major approximations, each leading to a somewhat different differential
equation. To quote Flynn, we have

“I. The incompressibility approximation in which the density of the
liquid is assumed to be constant and the speed of sound is infinite. This ap-
proximation leads to a differential equation (DE I) most useful in giving us
semiquantitative information about stable cavities that can be simply
interpreted.

1. The acoustic approximation in which the speed ot sound is a finite
constant but in which there is inadequate account taken of energy storage by
compression of the liquid. This approximation leads to a second differential
equation (DE 1) most useful in giving us more precise statements about stable
cavities and the dissipative effects of sound radiation on transient cavities.

Ill. The Herring approximation [6] in which the speed of sound is a
finite constant, and a more adequate account is taken of energy storage by
compression of the liquid. This approximation leads to a differential equa-
tion (DE I11) that should be most useful in describing the motions of transient
cavities that only expand to several times their initial radius.

IV. The Kirkwood-Bethe approximation {7] in which the speed of
sound is a function of the motion. This approximation leads to a fourth dif-
ferential equation (DE IV) most useful in this context in describing the final
stage of collapse of a transient cavity that expanded to many times its initial
radius.” [8]

It should be clear that all of these treatments represent approximations
and that qualitative agreement with experiment, for certain ranges of variable,
is probably the most that can be hoped for.

We begin with an isolated bubble of radius R undergoing oscillations in
an ideal incompressible liquid. The equation of motion can be written for
the velocity u at the point r as

ou ou _ | 9p
T i (8.9)

for all points in the liquid, i.e.,r 2 R.

Similarly, the continuity equation is

2 () = 0. (8.10)

3
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Since we have irrotational flow, we can introduce the velocity poten-
tial ¢:

_ %
u= 3. (8.11)

We now integrate (8.9) from r to infinity, obtaining

a_¢ llz p(r)QE _
Ta ) > 0. 8.12)

We have assumed here that ¢ =0, u =0 andp(r) = p_ for r =, Since we are
dealing with an incompressible liquid, o =pgy and Eq. (8.12) becomes

% w2 PO*+P
T v 0. (8.13)

Integration of Eq. (8-10) from r to o gives
ru = constant.

If we designate the velocity at the surface of the bubble (radius R) to be U,
then the constant = R2U or

u=U— = —. (8.14)

Then ¢ = -U(R?/r) and (8.13) becomes

| d (yp?) _LUZRE 1 -
+4 (UR) 3 * o b - PO} =0
or

4
Lgedl , 2pydR _LURE 1
rede oor dt 2 4 Po

If we now set r = R, and recall that U = dR/dt in this case, we have

d2R 3(@)2 1 _
R—+3ar) *pl--p®] =0 (8.15)




2 S——

- m——U—

MO | g S 1n

R

276 NONLINEAR ACOUSTICS SEC8.3

or

e

a,
{

U? | _
= 72-*/7([17,-P(R)|-0-

| w

Equation (8.15) was the equation used by Rayleigh [9] for the case of a
collapsing bubble. in which he assumed a constant hydrostatic pressure pg, at
infinity and a vacuum inside the bubble. Under such conditions, it can easily
be verified that the solution of (8.15) is

3
2 Po (Ro
U2=__—_l. 816

3P0<R3 ) (®.16)

The value of U is zero at R =R, and becomes rapidly more negative as
R~ 0. The time required for the collapse of such a bubble was found by
Rayleigh to be

o

t. = 0915 R, 7 (8.17)

Thus, for p=1 atm, pg =1 g/ecm3, Ry =10"% cm, r, =91.5 nanosec-
onds. Such a bubble would indeed have a short life! If R is the radius of any
bubble as it starts its final collapse, this expression gives a very accurate esti-
mate of the collapse time.

In the presence of a harmonic sound tield, the pressure at infinity
would be written

P, = Pgy - P, sinwt. (8.18)

The pressure inside the cavity will be due to the pressure of any residual
gas, water vapor and surface tension [as in the equilibrium pressure relation
(8.3)]. The pressure due to the gas will be

Ro\?”
Pe = p,,O(;) (8.19)

where P, is the gas pressure at R = R, and y = | for isothermal expansion.
For a simple adiabatic expansion, y would be the ratio of specific heats of the
gas. In general, the actual behavior is neither one nor the other, so that it is
perhaps better to define an effeotive [" (see Zwick, [10]).
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The pressure of the gas in the bubble will also be sensitive to the surface
tension and can be written

so that p(R) now becomes

R\3T
i 20\(Ro)’" _ 20

We now substitute (8.18) and (8.20) in Eq. (8.15), obtaining the Noltingk-
Neppiras equation, (11} labeled DE I by Flynn:

R‘jz_R+é<.d_R>2:—l— +2_q .@31‘

+p, - -27{2 - Py * Py Sin wt]. (8.21)

or

Al Pv-z.—Ka = Pgo * Pm sinwt].

We shall spend most of the time on this equation, but it must be that it
assumes an incompressible liquid and is inadequate for description of the final
stages of collapse of the cavity. Before proceeding to its consideration,
however, let us turn to the other three equations delineated by Flynn.

If the compessibility of the liquid is taken into consideration, Eq.
(8.10) must be replaced by

_l_z?j_‘;+-i‘—2+%—’:+gg=0 (8.22)
peg peg r

where we have used the sound velocity relation ¢,° = dp/dp.

-
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By a development parallel to that of Eqs. (8.9)(8.15) we then obtain !

When the values of pg and p_ given above are substituted we obtain DE Il !

the result

d?R 3 [dR\* 1 i %

R — + ===} = —|po(t) - p.(« ;
" 2<dt> pgo[pg() p.(n) i
] ' ‘i
R [ _ 1R\, 9P o
+?o<l'5357>x dr] 0. (8.23) g
o)
ii
3
i

au 3,01
I + ZRU onR Pg *+ Py + Dy sin wit

/ dp i
+ k] - g)(ﬁ R _20 ﬂ) (8.24) ‘

M
with p, = p, (e /C"/R3/’), n = shear viscosity, § = entropy, U =dR/d!.

This equation has been solved numerically by high-speed computer
techniques. It can be used to study the effect of sound radiation and vis-
cosity on bubbles of moderate amplitude.

The third form, due to Herring, |6] introduced compressibility of the i
fluid. In its general form it is quite similar to (8.23): |

2 dU+3|_iLU__2 s )
“'ﬂi 3¢ )R pgoR|™®

an s i i el

— Rt

R \4Pe
-p(t) + — l-—U
p_(1) 0( =

(8.25)
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{
Akulichev refers to Eq. (8.26) as the Herring-Flynn equation. [12] :
Since it has taken the compressibility of the liquid into rough account, it is a
better source of quantitative information on the rate of collapse of the bub- |
bles than the Noltingk-Neppiras equation. It is not accurate however, if 3
UJ/cy approaches or becomes greater than unity.
In such a case, the finite amplitude theory of spherical waves must be ) j
uscd. This method was developed by Kirkwood-Bethe [7] in the theory of i
underwater explosions, and leads 10 DE IV—the Kirkwood-Bethe equation. 1
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Their theory postulates that the quantity r¢ propagates with a velocity
cr=ctu where ¢ is the local sound velocity.

In Eq. (8.12), the integral is the specific enthalpy 4 of the liquid for the
case of constant entropy that we are considering. The quantity d¢/dt also
has the dimensions of enthalpy and is called the kinetic enthalpy 2. Then

Fq = r<"—2 ¢ h) (8.26)
It can be demonstrated that

9 0 _ "
<at t ¢ a—’>(rQ) =Q (8.27)

which in turn implies that r$2 also propagates with the finite amplitude ve-
locity ¢y Thus if the value of 7§2 is known on the surface of sphere of radius
R, and time rg. its value can be deduced elsewhere in the fluid at a later time
t by use of the generalized retarded time

~r
rotp = | 2 (8.28)
R <1

When these relations are applied to our problem of the radiating bubble, we
obtain the result

;
3.
{
W\dU 3 U\ U2 U i
(‘*:)7 ?(*)7('—)”
)
U U\dH i
+ — - — = 2 H
C( =R = 0 (8.29) i
with
~P(R)
H = E’;f_’. (8.30)
J,

Equation (8.29) is the Kirkwood-Bethe equation. It is deceptively simple;
the sound velocity here 1s a variable and H is a very involved parameter.
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We make use of the Tait relation for the pressure-density relation
[Eq. 3.17)]

o\
p = P(__) - 0. (8.31)
Po
The quantity H can then be expressed in the form
11
1/v R\T Y
N A i 20)(70) _ 20
S > [(P‘) ' Ro>(R> R’ Q]
:7_.!
- Py -P,sinwt +Q)7 . (8.32)

A comparison of the numerical solutions of Eqs. (8.21), (8.25) and
(8.30) indicates that they all give identical results in the early stages of bubble
growth. This is shown in Fig. 8-3. The ordinate a is the reduced bubble

Figure 8-3.-Solutions of the bubble equstions of (a)
Noltingk-Neppiras, (b) Herring-Flynn, and (¢) Kirkwood-
Bethe (from Akulichev [12], p. 219).
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radius, = (w/weMR/Ry) while the abscissa is the reduced time 7 = wr. The
frequency wy is the linear resonance frequency of an equilibrium bubble of
radius R ;.

= e f— ] 8.33

In terms of these units, the Noltingk-Neppiras equation can be written

ad?a  3[da\? | 20 w
= "3\@) T R—“w—a)
dr owo Ro 0 0

P
. w r
+P, +P,sint| + |1 - (w—oa> =0 (8.34)

Figure 8-3 represents the results of the numerical solution of (a) the
Noltingk-Neppiras equation (8.21), (b) the Herring-Flynn equation (8.25) and
the Kirkwood-Bethe equation (8.30) for a bubble of initial radius R, = 10~3
cm for adiabatic behavior in water at a hydrostatic pressure of 1 atm. The
solid curve represents behavior at 10 kHz while the broken curve indicates
500 kHz. The numbers on the curves indicate the values of the sound pres-
sure in atmospheres. The sine wave at the bottom of the drawing represents
the applied acoustic signal. The value of wy for this bubble is 4 X 108 /sec,
so that w = 27f is much smaller than wy in each case.

It can easily be seen from these curves that the three results are virtually
identical. The basic characteristic of all curves at low acoustic pressure is the
growth of the bubble radius to a maximum and then rapid collapse. The total
time required for this process is roughly cne acoustic period.

When the pressure reaches some critical value, the bubble does not im-
mediately collapse after passing its maximum radius but instead expands
again, reaching a second maximum and then collapsing.

This behavior is shown in greater detail in Figs. 8-4. These figures ap-
ply to Eq. (8.21) and are for the same case as Fig. 8-3 (500 kHz) except that
the initial bubble size is v: ried (a—10"4 cm; b—5 X 10~ ¢cm and c-10-3 cm).

The calculations have been extended to higher acoustic pressures, and
the ordinate is plotted in terms of the radius ratio R/Ry. The resonant fre-
quencies of the bubbles are wqy =158 X 100/sec, 2.28 X 106/sec and
1.07 X 106/sec, respectively. Since w = 2nf = 3.14 X 108/sec, these three
cases correspond to a bubble radius smaller than resonance (a), approxi-
mately equal to resonance (b), and greater than resonance (c).
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Fig;l:;e 84.-Pulsations of cavitation bubble at 500 kHz for (a) Ry = 10%cm, (®) Ry =5
x 107% cm, (c) Ry = 1074 cm. Sine wave at bottom indicates sound f !
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The shaded areas on the figures indicate instability of the solution,
since a very small change in the acoustic pressure produces a qualitative
change in the shape of the solution, i.e., a new pulsation of the bubble.

We can also see that there exists an acoustic pressure amplitude p,, .,
below which the bubbles do not collapse, but fluctuate in size with roughly
the period of the applied acoustical signal. This can be interpreted as the
cavitation threshold for bubbles of the given size.

An extraordinary experimental confirmation of the theory of bubble
growth and collapse has been carried out by Akulichev. [12] Cavitation bub-
bles were formed under the action of 15-kHz sound and photographed by a
camera system capable of a film speed of 200,000 per second. A series of
such photographs is shown in Fig. 8-5 for a sound pressure of about 2 atm. It
was inferred by curve fitting that the initial bubble size was Ry = 10~ cm.

The comparison of theory and experiment is shown in Fig. 8-6. The
solid curve is Herring-Flynn and Kirkwood-Bethe, the broken curve Noltingk-
Neppiras and the circles are experimental points based on the data of Fig. 8-5.

A somewhat paralleling set of investigations have been carried out by
Lauterborn, [17a) including detailed photographic studies of tearing of a
water column by a centrifuge [17b] and laser-induced cavitation. [17¢]

8.4 Experimental Evidence of Cavitation Thresholds.

The material of the previous section indicates that cavitation effects
depend critically on the size of ambient bubbles, which in turn must depend
on the purity of the medium and the physical conditions under which it is
examined.

There exists a long history in the literature of attempts to measure a
cavitation threshold. Such measurements of course require some criterion
for judging the appearance of cavitation. In the earliest measurements, cavi-
tation was described as the appearance of vigorous bubble activity. Blake
described three stages in the process. [13] At low acoustic pressures, rela-
tively large bubbles were produced without appreciable sound emission. At
higher pressures, streams of bubbles appeared in the liquid, accompanied by a
hissing sound. These bubbles rose as stable bubbles to the surface of the
liquid. Blake found a critical pressure for these streams to form and called
that his threshold. Since his liquid was nearly saturated with air in these
measurements, he regarded these bubble streamers as evidence of gaseous
cavitation.

When Blake increased the pressure still further, he found that new bub-
bles would appear suddenly, and just as suddenly disappear. These short-
lived bubbles appeared irregularly and singly, and were accompanied by a
click or snap as they went through their stage of growth and collapse. He
identified this process with “‘vaporous” cavitation.
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Figure 8-5.~Bubble growth and collapse. Ultrasonic frequency is 15 Hz, .
film speed 200,000 frames/sec and sound pressure amplitude 2.0 atm i

(from Akulichev [12], p. 235).
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Figure 8-6.—Comparison between the pulsations of experimentally observed avitation
bubbles and the calculated pulsations (from Akulichev [12], p. 236).

While Blake made threshold measurements, he did not report informa-
tion on size of bubbles in the medium or of the bubbles produced. (Tlis is
true of many other observers also.) Other observers have, however, studied
size distribution, so that some remarks can be made. [14] In freshly drawn
tap water, the commonest ambient bubble radius is near 2 X 10-3 cm. After
it has stood for several hours, the water was found to have the largest nuclei
with radius of 8 X 10=4 ¢cm. Such bubbles are somewhat larger than those of
Fig. 8-4a and are capable of serving as cavitation nuclei.

Blake's experiments relied mainly on the visual. One can also use the
acoustical evidence for the appearance of cavitation. This has been done by
Meyer and coworkers at Gottingen. [15] They noted that very small bub-
bles could grow to a size of 50 X 10~4 without being visible to the naked eye,
and could then collapse. While such transient cavities would never be noted
visually, they could be detected acoustically.

The problem of the presence of dissolved gas in the water was especially
studied by Galloway. {16] He worked with a large liquid-filled sphere driven
by a magnetostrictive element at a resonant frequency of “he sphere.

At this resonance, the acoustic pressure at the center of the sphere
could attain values as high as 200 atm. As the acoustic pressure was in-
creased to a threshold value, a cavitation bubble would appear at the center
of the sphere, grow to about a 1-cm radius and collapse violently. The ap-
pearance of the bubble was taken as the evidence of cavitation, which would
Le of Blake's third or vaporous type. In his measurements (Fig. 8-7), the lim-
iting value of the pressure threshold for water was approximately 200 atm.
Theoretical estimates of the tensile strength of a homogeneous liquid lead to
values of the order of a thousand atmospheres or more, while an experi-
mental value of =275 atm has been obtained by Briggs in a static measure-

ment. The agreement is quite respectable, since Galloway’s figure must be ¥
highly sensitive to the presence of minute impurities in the liquid. 1
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Figure 8-7.-Cavitation threshold for water and benzene as a func-
tion of percent air concentration for a hydrostatic pressure of 1
atm and T = 22°C. P, = cavitation threshold in bars, P, = hydro-
static pressure in Torr (from W, Galloway {16]).

In a further experiment, Galloway measured the cavitation threshold of
air-saturated water as a function of the hydrostatic pressure (Fig. 8-8).
These results, together with those of other observers, indicate clearly that
gaseous cavitation can occur (for sound of about 30 kHz) whenever the total
pressure (hydrostatic plus instantaneous acoustic) reaches zero during the
acoustic cycle.
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Figure 8-8.—Cavitation threshold of air-saturated water as a
function of hydrostatic pressure: P, = cavitation thgeshold in
bars, P, = atmospheric pressure in bars, 7 = 22°C (from
Galloway [16]).
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The measurements thus far discussed have not been concerned with the
time required to produce cavitation. It is clear from other measurements that
the instantancous pressure must remain above the threshold value for some
time interval in order to produce the cavitation phenomenon. Esche (1952)
measured the onset of cavitation in gassy water at a number of frequencies
from 3 kHz to 3.3 MHz, and found a steady increase in the pressure required.
While his results are rather qualitative, they are supported by various finite
amplitude studies, which indicate that the gaseous type of cavitation does not
occur even at acoustic pressures of several atmospheres, when the measure-
ments are performed in the megahertz range.

Figure 89 summarizes experimental work in cavitation threshold in
water. The three values given by Rozenberg, [17] correspond to water
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Figure 8-9.—Cavitation threshold measurements (data from
Refs. 13-18, curve from Flynn [17], p. 126).
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“clarifee et dégazée” (150 atm), water “distillée et degazée (270 atm) and
the latter *‘in certain cases’’, (380 atm). In his research Esche [18] estimated
that the threshold for cavitation should lie between the two continuous curves
shown (depending on the bubble and dissolved gas content).

Another view of the frequency dependence of the cavitation threshold,
due to Sirotyuk, [19] is shown in Fig. 8-10. The size of ambient bubbles
was carefully controlled in the case of curve 2, but allowed to vary up to
Ry = 10~3 in case 1.
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Figure 8-10.—Frequency dependence of cavitation threshold in water;
(1) nuclei from 10~5 to 10-2 cm in radius present in the water; (2)
only nuclei of radius less than 10”5 cm present in the water (from
Sirotyuk [19].

In summary then, meaningful quantitative information on the cavita-
tion cannot be had until one knows the size of the ambient bubbles. 1n most
cases, the cavitation threshold increases as the frequency increases, although
the presence of large bubbles may mask this effect.

8.5 Origin and Stability of Cavitation Nuclei.

Throughout the previous sections we have talked about the growth of
bubbles already present in the liquid without explaining why bubbles might
be there in the first place. In fact the history of cavitation research includes a
large number of articles describing attempts to find the cavitation threshold
for pure or clean water.

Such a search is largely illusory. It has been well described by
M. G. Sirotyuk:

“The production of absolutely pure water is impossible. One of the
strongest of existing solvents, it dissolves the walls of the container and, on
coming into contact with any gas, dissolves that gas.”” [20]
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In fact then, any sample of water will contain some dissolved materials.
. It may also contain minute particles ot solid matter, not dissolved in the
; chemical sense. too small to be seen, but large enough to trap vapor or gas
within their crevices. These trapped microbubbles are then available to serve
as nucleation centars.
Another possible sort of cavitation nuclei may be found in nuclear
' radiations or cosmic radiation. The passage of energetic charged particles
through a liquid can lead to the formation of microbubbles (of size 0.1 to
10 u). If these bubbles can be stabilized in some way in the liquid, then the
passage of a sound wave can initiate the bubble growth processes discussed
in the previous section. Thus the presence of nuclear or cosmic radiation
could serve to lower the threshold pressure for cavitation in a given liquid.
. Evidences of this behavior have been reported by a number of authors.
In 1958, D. Lieberman [21] irradiated a liquid filled sphere with a sound
beam. He failed to achieve cavitation with a sound beam maximum pressure
at 22 atm. He then irradiated the sphere with a neutron beam and found
that the threshold fell 10 6.5 bars in acetone and 3.5 bars in pentane.

This work was followed by experiments by Sette and Wanderlingh [22
on the imfluence of cosmic radiation. In their apparatus, lead screens could
be placed around a tank of distilled water. Typical results are shown in Fig.
8-11. As the thickness of the screen is increased (up to about 15 mm), the
threshold of acoustic pressure required for cavitation increased.
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Figure 8-11.-Cavitation threshold in distilled water shielded by lead screens
of various thicknesses (from Sette and Wanderlingh {22]).

When the screen was removed, the cavitation level returned to its origi-
nal value.

In a second experiment, a Ra-Be neutron source was used. Figure 8-12
shows the results. The following sequence of steps was used: (1) no screen
(0-8 1) (2) 15 mm lead screen (at 8 /); (3) neutron source added (at 27 h):
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Figure 8-12.—Cavitation threshold in distilled water surrounded by a
15-mm lead screen and in the presence of a Ra-Be neutron source (from
Sette and Wanderlingh {22])).

(4) neutron source removed (44 h); (5) lead screen removed (48 /). This
shielding from cosmic radiation raised the cavitation threshold; insertion of a
neutron source in the medium lowered it again. Removal reversed the two
processes.

The water used in these experiments was distilled but not degassed.
Subsequent experiments by Finch [23] gave similar results {or degassed
water.

In his theory of nucleation in bubble chambers, Seitz [24] suggested
that the energy from the incident charged particle is transferred first to the
electron system of an atom of the medium and then to atomic and nuclear
vibrations, which can be communicated to immediate neighbors. This *‘ther-
mal spike” can result in the production of a vapor bubble if the energy is suf-
ficient to overcome surface tension forces and supply energy for evaporation.
The analysis indicated that the chief agents for nucleation were knocked-on
electrons of about | keV. Later, Lieberman and Rudnick [25] used Seitz’s
theory with C and O recoil nuclei (in pentane and acetone) as the nucleation
agents. However, Sette and Wanderlingh conclude that the maximum energy
depousited by the ionizing particle in traveling a distance equal to the diameter
of a critical-size bubble is insufficient to establish that bubble. Sette and
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his coworkers therefore suggest that the energizing particle makes two
contributions:

(1) it heats up a small region of the liquid beyond its critical tempera-
ture so that a bubble originates;

(2) it warms the surrounding region sufficiently that the minute bub-
ble can continue to grow.

Even these are apparently insufficient in a perfectly pure liquid. If
however, the liquid is assumed to contain dissolved gases, so that these can
act as cavitation embryos, the energy needed reduces to the level of the energy
available from processes (1) and (2). Sette and Wanderlingh {26] draw the
following conclusions:

“Ultrasonic cavitation in water under normal conditions indicates the
presence of microbubbles of 1u radius. An epnormous amount of energy is
required for the creation in pure water of such bubbies from a high-energy
particle. This value is lowered by the presence of dissolved gases.

It is shown that, if an ionizing particle passes through water containing
dissolved gas, a threshold-energy value exists for the initiation of an exoener-
getic process. When the particle energy is higher than the threshold, the parti-
cle may create a bubble of large size.

It would seem that the process suggested will ensure a statistical life-
time of the microbubbles in the liquid for a time sufficient to reach a condi-
tion at which the bubble may remain indefinitely stable: e.g., by adhering to
a dust particle, as proposed by Harvey.” [27]

The last remark in the passage quoted above reflects a long standing
problem in cavitation research. The classical theory of bubbles indicates that
small bubbles are not stable; they tend to collapse if below critical size, or
they grow if they are above that size and simultaneously rise toward the sur-
face. A suggestion was made by Harvey et al. that air is trapped on the sur-
face of hydrophobic particles suspended in water. Strasberg has given a de-
tailed picture of how gas can be maintained in cracks, and a more complete
discussion is provided by Flynn. [28]

There appears to be ample evidence that even distilled water contains
large numbers of solid specks or motes, sufficiently small that they can be
prevented from sinking to the bottom but large enough to provide the crev-
ices needed to secrete the gaseous embryos. Some support to these ideas is
given by Messino, Sette and Wanderlingh, [29] who compared the amount of
bubble production for various acoustic fields when distilled water was used
and when minute wettable and nonwettable impurities were introduced.
They drew the conclusion that these impurities played an active role in alter-
ing the distribution of nuclei previously present and raise again an earlier no-
tion of Fox and Herzfeld that the bubbles may have a kind of skin formed
from organic impurities. {30] Turner {31] has also made the suggestion that
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solid unwettable impurities of very small size may adhere to the surface of the
gas nucleus. forming a wall that would prevent further solution. Such a proc-
ess would apply primarily to larger bubbles and the results of Sette et al. [32]
indicated that the use of unwettable teflon particles did in fact increase the
number of large nuclei in the liquid. An excellent review of the complexities
of this subject has recently been given by Apfel. [33]

8.6 Cavitation Noise.

The phenomenon of cavitation is accompanied by a variety of noises,
often given colorful names in the literature. As pointed out in Section 8.4,
these noises can be used as a basis of determination of the threshold, since the
sounds are usually deteciable at very low Litensities, before cavitation bubbles
car be seen.

There are two main types of cavitation noise. One is the noise due to
the collapse of the bubble. The collapse of a transient bubble gives rise to a
shock wave which propagates through the medium. Schneider [34] assumed
that a shock wave would propagate from the bubble when the inward motion
of the collapsing bubble was stopped by an incompressible sphere at the
origin. This yielded an exponential decay of the shock pressure in the me-
dium. More precise theoretical calculations by Brand [35] and by Hickling
and Plesset [36] indicated that the pressure falls off as 1/r. The results of the
latter’s measurements are shown in Fig. 8-13.

The pressure discontinuity in the shock results in a continuous power
spectrum with the high frequency end being proportional to f=2, where fis
the radiated frequency of the spectral component.

The second source of noise from the bubble is due to oscillations of the
stable bubble. That these oscillations will reflect both the harmonics and the
subharmonics of the forcing sound frequency can be gathered by a review of
Figs. 8-4. although the theoretical problem is a more complex one. An ex-
cellent experimental study of these cavitation noises was made by Esche, [18]
the results of which are shown in Fig. 8-14. The half-harmonic component is
clearly seen in each case, while even lower frequency subharmonics are visible

in the higher frequency cases. The low-intensity continuous spectrum is also
evident.

The relation of harmonic, subharmonic and continuous components are
clearly demonstrated in the work of Akulichev [37] shown in Fig. 8-15.
Here fresh tap water was irradiated by 22.5 xHz sound of pressure amplitudes
0.4, 0.6 and 0.8 atm. A detecting system that was practically flat from 8 to
S00 kHz was used. At the lowest intensity, only the harmonics and 2 small
continuous spectrum can be observed. but as the pressure amplitude is in-
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Figure 8-13.-Decay of bubble produced shock wave in
water (from Hickling and Plesset [36])).

creased, the subharmonics grow until they are nearly as strong as the har-
monics, while the continuous spectrum also increases appreciably.

The case of cavitation noise in dc fluid flow has also been treated. In
particular, Boguslavskii, loffe and Naugolnykh [38] have applied Lighthiil’s
Eq. (5.8) to the problem, obtaining the modified equation for the liquid
density p in the case of a liquid containing bubble:

2
—_— - \V, = —_—
612 ¢ P pO ax,-axl-
Bzzv,-vj aZZ

where z = (4/3)m(R3 - Ry), n being the number of bubbles per unit vol-
ume, R the bubble radius and R its initial value, as before. That is, z is the
volume of all bubbles per unit volume of liquid.

A detailed mathematical analysis of this equation leads to the conclu-
sion that the cavitation noise intensity is proportional to the fourth power of
the flow velocity.
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Figure 8-14.—Noise spectrum from cavitating bubbles; (: ;
vy = exciting frequency (from R. Esche (18)). {
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Figure 8-15.-Subharmonic spectral components of cavitation noise
(from Akulichev [37])).

8.7 Sonoluminescence.

The phenomenon of cavitation in a sound beam is accompanied by the
emission of visible radiation. This optical emission was first reported in 1933
and was later given the name of sonoluminescence. [39] Its qualitative
features have by now been reasonably well identified, although the nature of
its origin is not yet wholly clear. The intensity of the light is strongly de-
pendent on the nature and temperature of the liquid, being greatest at low
temperatures and in materials of high electric dipole moment and viscosity.
The spectral content covers the entire visible range and is relatively independ-
ent of the material involved.

An early theory of Frenkel, [40) that the sonoluminescence was due to
the appearance of nonspherical bubbles which then develop positive and nega-
tive charges, with ensuing electrical microdischarges has been largely aban-
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doned, since it would apply only to a completely degassed liquid, whereas the
sonoluminescent effect is observed mainly in gassy liquids and is indeed highly
sensitive to the nature of the dissolved gas.

Tables 8.1 and 8.2 show the effect of different liquids and different
gases on the relative intensity of the sonoluminescence. [41]

At the present time, the most acceptable theory of sonoluminescence is
that the radiation arises in the microshocks developed in the collapse of the
cavitation bubbles, i.e., from the same phenomenon that produces lumi-
nescence in the case of cavitation bubbles produced by continuous gas flow,
by the study of luminescence from the collapse of a single large bubble, and
from the well known phenomenon of luminescence appearing behind a
shock wave.,

The phenomenon of sonoluminescence is accompanied by some chemi-
cal changes which could in turn give rise to chemiluminescence, but ap-
parently this could only account for a very small portion of the luminescence
actually observed.

Table 1
Relative intensity of s.noluminescence from various
liquids at three different temperatures.*

l
h

Relative intensity of

sonoluminescence

Liquid 25°C 40°C 55°C
Dimethyl phthalate 16 6.6 24
Lthylene glycol 12 34 0.5
Tap water 3.6 1.0
Chlorobenzene 0.84 0.43 0.20
Isoamyl alcohol 0.54 0,28 0.18
O-Xylene 0.36 0.24 0.14
Secondary butyl alcohol 0.30 0.17 0.086
N. butyl alcohol 0.21 0.10 0.030
Isobutyl alcohol 0.17 0.088 0.046
N. propy! alcohol 0.21 0.076 0.038
Toluene 0.15 0.074 0.050
Benzene 0.23 0.060 0.010
Tertiary butyl alcohol 0,050 0.025
Isopropy! alcohol 0.054 0.028
2N NaCl 25
¥ KCl 20
2V MgCly 15
2V MnCly s
1Y NaCl 10
Sea water 10

*From Jarman

e babaasl b i ~teakidarl

JUT

TR

e ek e ke B s T

et Aot ot e it s+ b s e &




REFERENCES CAVITATION 297

Table 2
Effect of dissolved gas on the intensity of sonoluminescence from water.*

R SRR |

[

Relative intensity of

ks v

Gas Relative intensity sonoluminescence divided 3
of sonoluminescence by the bunsen coefficient 1
of gas E
Xenon 28.5 195 “
Krypton 8.5 120 : 3
Oxygen 0.15 4 i g
Xenon 540 ’ :’
Krypton 180 I i
Argon 54 !
Nitrogen 45 1 3
Oxygen 35
Air 20
Ncon 18 : :
Helium 1 : ;
*[‘rom Jarman ! {
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Chapter 9

NONLINEAR INTERACTION OF SOUND WAVES

As has been amply demonstrated in Chapter 3, the passage of a finite-
amplitude sound wave through a fluid leads to distortion of the wave, both
from the nonlinearity of the equation of motion and the nonlinearity of the
equation of state of the medium.

Such a distortion is similar to that in a vacuum tube operated in the
nonlinear portion of its characteristic. The question now arises as to whether
there is an acoustic analog to the mixing that occurs in the case of such a non-
linear device when two electric signals of different frequency combine to form
sum and difference components.

The problem has posed special difficulties, both theoretically and ex-
perimentally. In a linear system, there can be no such interaction. In line
with the grinciple of superposition, the solution of two waves passing sepa-
rately through a region will be equal to the solution of two waves passing
simultaneously through the same region. No new terms will appear and the
interaction is zero.

Since the effect may be small, the simplifications necessary to produce
a solution may eliminate the effect on the one hand, or insert a false positive
result on the other. Experimentally, the impossibility of obtaining two per-
fectly collimated beams, or of plane waves, raises the possibility that any in-
teractions that are measured experimentally may be taking place on the face
of the detecting instrument rather than in the “interaction region.”

Because of the amount of controversy on this problem, a chronological
resume of the various theoretical works will be given.*

9.1 Lighthill, Ingard, Westervelt (1950-60).

All of the theoretical work on nonlinear interaction of two sound beams
(or, in different vrords, the scattering of sound by sound) begins with the
papers of M.J. Lighthill on sound produced by turbulence. {3] In these
papers, which were discussed in the INTRODUCTION and again in Chapter 5,

*The author acknowledges the usefulness of the survey of this field prepared by J. P.
Jones, (1) as well as the summary given by C, A. Al-Temimi. {2)
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Lighthill represented the exact equations of motion for an arbitrary fluid in
the form

—_—  m— =

ot ax;

) 200 _ aTi/ .
ar(pll,') + ¢ axi - ax,- (91)

where the stress Til' is defined by the relation
Ti_f = Ul'u/- + pU - pCozﬁl, (9.2)

Here puu; is the instantaneous Reynolds stress tensor, p;; the compressive
stress tensor and &;; the Kronecker delta. In effect, the sound field radi-
ated by fluid flow (including the interacting sound beams) is equivalent to
one produced by a static distribution of acoustic quadrupoles with source
strength density given by T}; (cf. Section 5.2).

Lighthill found the solution Eq. (5.22) for the density changes in terms

of the retarded potentials. In the far field his expression reduces to Eq.
(5.23), which we write out again:

1 1 92 r-R
p-py = D TRt - dV. (5.23)
O dneg P f co a2 ) F

In their analysis, Ingard and Pridmore-Brown [4] began with this equa-
tion, neglected viscous loss and derived the following expression for the far
tield magnitude of the pressure at the sum frequency, p4(r):

Np, (I o
2 1P :pz( )<sin 20 + z%)-s-”i-‘-’ 5‘-ﬁ'ﬂ . 9.3)

4na

3
p+(r) = —= vy +v3)
boc
Here v,.v4 are the primary beam frequencies, a the radius of each source,
1+ ¥2 p q
p ), p5(I) the primary beam pressure amplitudes at the center of the inter-
action region, r the distance from the interaction region to the receiver, § =

**The summation convention is used here; repeated subscripts are summed over.
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angle between the first incident beam and the receiver (see Fig. 9-1), and the
angles a, f are defined by

a = -2—”3[;21 - (v) +vy)cosf)
€0

(9.4)
-%[(vl +vy)sind - v,]. |

™
1]

&)

— \\\\\\ 6

NTERACTION
\ REGION

\\\\\\XX

w2

Figure 9-1.—Geometry for interaction of two crossed beams.

The corresponding expression for the difference frequency can be ob-
tained by replacing v, by -v, everywhere in Eqs. (9.3), (9.4).

Ingard and Pridmore-Brown performed an experiment to test their
analysis using an electrostatic speaker at 110 or 130 kHz as one source and a
horn-equipped etectrodynamic speaker drum at 10 kHz for the other. Each
was about 10 c¢m from the center of the interaction region. A 120-kHz
BaTiO; ceramic was used to detect sum and difference frequencies.
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Signals were obtained at both these frequencics, with maxima defined
by the angles « =0, =0 (which define the Doppler angle for ). The inten-
sity of the scattered signals however was about 10 dB below those expected
theoretically .

There has been criticism of this work: the theory assumes perfect
collimation of the beams, but the low frequency of the sources, especially
that at 10 MHz, and the continuous nature of the signals make possible the
interaction of the two beams outside the defined interaction region, includ-
ing the face of the receiving probe (*‘pseudo-sound™). (5]

Such comments were made by Westervelt, [6] who developed his own
theory for the interaction. Westervelt used the expansion of the pressure in
terms of the density [Eq. (3.19)] and deduced the following equation for the
lowest order in the scattering process:

s, = -y g e 38) 0] ¢
0 pP=py

Here 0% = V2 - (1/¢,2)(32/312) is the D’Alembertian operator, p, is the den-
sity in the scattered wave. From Eq. (3.21).

! <32P> . B
2602 ap2 pep PoA

0

Westervelt then recast (9.5) in the following form for harmonic dependence
of the initial wave

0%, = j?0%E, 5 - V22T, + qV|,). (9.6)
Here

Ty = pouy "y

Viy = c3plp2
12 = o -
Ey, =T, tV), 9.7)
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and the following relation exists among V5, W4, T} 5:

32T,
a2

vy, = %(wnz + wf) wi'w3? 0¥y, + 9.8)

The quantities p), p5 refer to the excess density in each of the primary
beams, while T|,, V5, E|, are respectively the kinetic, potential and total
interaction energics, respectively.

For the case of two mutually perpendicular beams, some reductions re-
sult: v, *uy=0,T,,=0,E,5=V,,. Equation (9.6) then becomes

0%, = 0%y (9.9)
where
P 2
ve g, - —2 (2B} 9w, (2.10)
) 2wlw260 apz p=pg

At this point, Westervelt states that p;. =y is the complete solution of
Eq. (9.9). If the two beams involved are perfectly collimated, then W, , and
E, 5 will vanish everywhere outside of the interaction region, and zero scatter-
ing result.

Westervelt attributed the positive theoretical results of Ingard and
Pridmore-Brown to the singularities produced by assuming perfect collima-
tion of the waves.

In a review of Westervelt’s paper, Lighthill writes

“The reviewer has had the advantage of Pridmore-Brown’s collabora-
tion in checking the theory of this paper; both of us agree that it is correct,
and that the author correctly explains the wrong theoretical results of Ingard
and Pridmore-Brown by referring to the singularities in the assumed primary
fields. The author’s explanation of their experimental results as due to radia-
tion pressure, is, however, untenable, since the microphone was much farther
outside both beams than he supposes. Accordingly, imperfect perpen-
dicularity of the two beams near their edges seems the most probable
explanation.” [7]

In a subsequent paper, [8] Westervelt considered the more general case
of two collimated beams intersecting at an arbitrary angle ¢. The governing
equation is

:ﬂ

;
i
1
i
!
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£, 1 Po (32
02p. = 02 - 2 MUN LA ’
Ps { 2 2wyw,(cos ¢ - 1) [ cos @ + c 2(3,,2

2 .-

h
Q
<

(9.11)

where ' is the quantity in the curly brackets of (9.11) and reduces to ¥ in
the case ¢ = 90°.

Once again, Westervelt set p = ¥’ as the solution. Since, just as in
(9.11), £y 5 = W, =0 outside the interaction region, there can be no scatter-
ing at the combination (sum and difference) fiequencies.

An exception to this case is the angle ¢ = 0° (collinear beams), since the
second term in Eq. (9.12) becomes indeterminate in this case. We shall dis-
cuss this case in Section 9.5.

In 1960, Bellin and the author attempted to measure the scattering that
might result from two CW sources, operating in water at 7.4 and 6.0 MHz. [9]
The sources were mutually perpendicular. A receiving crystal tuned to the
sum frequency was provided so as to move in a circular path about one foot
from the interaction region. Pressure amplitudes of 1.72 and 2.0 atm were
maintained in the interaction region. For these amplitudes, the theory of
Ingard and Pridmore-Brown predicts a scattered wave of amplitude 104
dynes/cm? at the angles defined by « and 5. Although the apparatus was
capable of detecting 0.3 dyne/cm? at the sum frequency, the only signal
actually received could be explained in the overlap of the two primary waves
at the position of the microphone—i.e., a failure of perfect collimation.

9.2 Dean, Lauvstad, Tjotta (1960-66).

In 1962, Dean considered the interaction of two concentric cylindrical
waves and two concentric spherical waves. {10] His solutions follow the gen-
eral method of Westervelt. For cylindrical waves that do not depend on the
polar angles, Dean obtained the following result for the sum pressure:

(1 - Dkyr _ H (k) Hylkyr) + Hy(k P H, (kor)

P+ = PP e
M P Y H,(k,a)H, (k,a)

(9.12)

Here I'= (l/2)p0c04(82p/ap2), a is the radius of the cylinder and #,, is the
nth order Hankel function of the first kind. The subscripts 1, 2, + refer to
the two primary beams and the sum-frequency beam.




SEC9.2 NONLINEAR INTERACTION OF SOUND WAVES 305

Referring back to Eqz. (3.20), (3.21), we can form the derivative

Po

ap,
002

from which

(f_n) .13

2 4 A
so that
_ B
l—[‘—l+a. (9.13)

Similarly, for two concentric spherical sources, each of radius a, we
have, for the sum frequency pressure amplitude,

B
Py = - :pocor

i exp (tk4r)
* (0 - ika)(1 - ikya)

X &

,
X [In -;- - exp (-2ik+r)J r-1exp (2ik+r)d] . 9.14)
a

In reviewing the work of Westervelt, and of Bellin and Beyer, Dean
solved the inhomogereous equation for the interaction region. For the analy-
sis of fully collimated beams, Dean argued that the second order pressure
wave incident on the plane boundaries of the beam must develop a reflected
wave that comes back into the interaction region and a transmitted (scattered)
wave that goes outside, thus making the pressure and normal velocitiss of the
secondary field continuous across the boundaries. This analysis leads to
maximum scattering at the Doppler angles (a, 3=0). In the near field, his
value for the same frequency in the plane wave case is

(w +wy)? /g
Py = —2—(7 : 2>p1(1)p2(n. ©.15)
.'.poco O)lwz
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Equation (9.15) gives smaller values of p, than Eq. (9.3) of Ingard and
Pridmore-Brown. Dean further inserted a correction for the circular beams
(radius @) used by Bellin and Beyer, since the theory was developed for beams
of square cross section:

(9.16)

p+ (circular cs.) 24\1/2
- nr) )

p+ (square c.s.) ar

Thus with the conditions used by Bellin and Beyer, the expected pressure
amplitude should have been about 25 dynes/cm?2 instead of the 104
dynes/cm?2 cited. The difference, Dean believed, lay in the fact that real
beams are not perfectly collimated so that neither the stipulations of Wester-
velt nor of Dean conform to the real case.

Lauvstad and Tjotta [11] continued the efforts begun by Dean to avoid
the artificialities introduced into the problem by the requirements of per-
fectly collimated beams. As has been noted above, such a requirement leads
to the necessity of introducing fictiiious sources. Lauvstad and Tjotta de-
fined the problem in terms of two highly directional spherically spreading
sound beams. The interaction volume was taken to be in the Fraunhofer re-
gion of . ansmitters.

This approach avoids the existence of sharp collimation boundaries and
the singularities that result. It also provides for some non-perpendicularity of
the two beams.

The result of this analysis was similar to that of Ingard and Pridmore-
Brown with the addition of a frequency dependent factor that causes the scat-
tering to vanish as the combination frequency goes to infinity. It was noted
by them that if the interaction takes place in the Fresnel near field, the rapid
oscillations characteristic of this region would cause the scattering to vanish.

In other papers Lauvstad and coworkers introduced an angle ¢ between
the directions of the two primary beams. [12,13] Their resultant expressions
gave maximum scattering at two generalized Doppler angles defined by

vycosg + vy
cos ¢ = —mm————
Vl + V2

(9.17)

vy t v, cos ¢

sin a =
Vl +92

for the sum frequency. These reduce to the angles a, § of Eq. (9.4) where
¢=n/2. For the difference frequency case, one need only replace v, by
-v, in Eqgs. (9.17).
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In a third paper Lauvstad endeavored to take into consideration the
dependence of dcstructive interference between second order sound sources
on the frequencies and directions of the primary waves. [12] He found that
the destructive interference between the primary waves in the interaction re-
gion is enough to eliminate any scattered wave except when the primary
sources are collinear.

9.3 Berktay, Al-Temimi.

Thus far, the weight of theory and experiment has been moving in the
direction of zero scattered radiation outside the interaction region, except
for collinear beams. However, new voices were soon added to the discussion
with the report of work by Berktay and his student Al-Temimi. [14]

As a point of departure, they reconsidered Westervelt's solution of
Eq. (9.9), namely that the scattered density p; = ¢, which is a function that
differs from zero only in the interaction region. Westervelt states that o, =
is the complete solution of Eq. (9.9), tut Berktay and Al-Temimi point out
that this is the complete solution only if the interaction region is unbounded.
The more general solution is

ps = Y+ A (9.18)
where A4 is a homogeneous function satistying the equation

024 = 0. 9.19)
Thus, Berktay and Al-Temimi then obtain

Ps = ¥ + A, inside the interaction region
(9.20)

pg = A, outside the interaction region

where DzAl =DZA2 = (0. Recalling the definition of the D'Alembertian, we
recognize rhat A, A, are additional sound waves inside and outside the in-
teraction region, respectively. For the case of two beams intersecting at right
angles, Berktay concluded that the scattered pressure for the sum frequency
p4+(r) at distances that are large when compared with the interaction region is

vy + 1y)? [Pl(l)!’z(f)] B sina sinﬁe_a"r

po C04 r A « B

py(r) = 4na3 (9.21)

where a; is the absorption coefficient at the sum frequency. This expres-
sion differs but slightly from that of Ingard and Pridmore-Brown [Eq. (9.3)].
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In his derivation, Berktay has assumed the two primary beams to be
fully collimated and has neglected any amplitude or phase variation across
them. This latter is the case only for far field interactions, which is not the
usual experimental case.

Berktay and Al-Temimi also consider the case of two non-collimated
beams interacting at an arbitrary angle. In the directions of the two Doppler
angles a, § (Eqs. 9.4), they found the following relations for the ratio of non-
collimated to collimated pressures

P+ (non-collimated) 0.45“(21’2 )”2
0

ps(collimated) =~  «a R,c @B=0
(9.22)
w, \!/2
_ 045na 1 @ = 0)
B \R cq

where R , are the distances between the appropriate source (1 or 2) and the
interaction region. Such a factor would further reduce the scattered pressure
to be expected in the Bellin-Beyer experiment.

In their original experiments (in air), Berktay and Al-Temimi were un-
able to obtain decisive results, since their maximum expected scattered pres-
sure was just above the noise level. In later experiments in water, they did re-
cord scattering of sound outside the interaction region for non-collinear
beams. {15]

The geometry of their experiment is shown in Fig. 9-2. It should be
noted that the two beams are not collinear. In his review, Jones pointed out
that their scattering can be accounted for in two ways. [I] First, the fact
that the beams are not collimated allows for the possibility that parts of the

Observer
Dsection of propagation
ol sgnal wave
Y
° 2 Y . —o— - —— ———
/ d o Oirection of propogotion
. of pump wove
Vd 81
An? tronsducer
b 20

Figute 9-2.—Geometry for interaction of a high-intensity source
(pump wave) and low-intensity signal located behind source of
pump wave (from Berktay [14]).
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two beams may be traveling in the same direction, so that partial collinearity
exists (see Section 9.5). Second, some of their measurements apparently
took place in the interaction region, where scattering is conceded to exist
by all.

In 1970, another paper has appeared in which the authors, Zverev and
Kalachev, follow an analysis similar to that of Lauvstad and Tjotta, and with
similar results, [16] That is, for two collimated plane waves intersecting at
right angies, Zverev and Kalachev obtained the following expression for
p+(r):

pe(r) = —— 701+ )’

av [P (DPD [B
290('0

+ 2V1V2 —a' T (9.23)

] sin a sin 8
where V' is the volume of the interaction region.

This expression differs but little from Eq. (9.5), mainly in that the en-
tire angular dependence lies in the factor (sin a/e)(sin §/8). Indeed, the au-
thors show that if v; ® v, (which was the case of Ingard and Pridmore-
Brown), the scattered field is a maximum in the direction of propagation of
the main beam, i.c., when0 =0

py(Dpy(l)
m OB (9.24)
ped 7 A
0°0

pylr) =

In the same paper, Zverev and Kalachev report an experimental test.
Their apparatus consisted of two separated water tanks connected by a cop-
per tube 40 cm in length. Transducers operating at 5.0 MHz and 4.5 MHz
were oriented at right angles to each other in the first tank. The copper tube
serves as a high pass acoustic filter and the sum frequency was detected in the
second tank in the usual fashion. No diagram of the apparatus is available,
but it would seem that the system may in fact be measuring the sum fre-
quency in the interaction region.

9.4 Jones and Beyer.

Quite recently, a student of the author attempted to make a definitive
experimental study of the problem. [1,17] One major improvement over the
experimental set-up of Bellin and Beyer was the use of pulses. Two circular
x-cut quartz transducers of resonant frequencies 7 and 5 MHz were used, each
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of 0.952S in radius. They were fixed at right angles to one another at a dis-
tance of 21.89 cm from the center of the interaction region (see Fig. 9-3).
Pulse lengths of 15 u sec were used, which produced an interaction region
equal in length to the diameter of the sources. Standard pulse-echo tech-
niques were used to ensure simultaneous arrival of the pulses at the inter-
action region.

TO RECEIVING
SYSTEM

CRYSTAL —=t
X AX1S

TO PULSED RF

OSCILLATOR #) CRYSTAL l

X_AXIiS

v
R et L iy

SMHNZ SOURCE

TO PULSED RF
OSCILLATOR#2

Figure 9-3.-Geometry used in scattering of sound by sound experiment
{from Jones and Beyer, JASA 48, 398 (1970)).

The authors considered an additional source of experimental difficulty
not noted by previous workers, namely that rapid oscillations in the scattered
pressure amplitude are predicted by the factor (sin a/a)(sin §/B) in Eqgs. (9.5),
(9.23). In previous experiments, the angle subtended by the receiver witn the
interaction was such that a number of oscillations would be present across the
face of the receiver. These oscillations could conceivably cancel each other,
thereby prodrcing negative results. In the present arrangement, the angular
displacement between a theoretical pressure maximum and the first zero
pressure is about 1/2°; that is, the change in the angle 8 between §=0 [a
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pressure maximum, according to (9.3), (9.23)] and § = n (a zero in pressure)
is about 1/2°. Since the receiver subtended an angle of 28° as viewed from
the interaction region (see Fig. 9-3), any experimental curve would follow the
fluctuations in (sin a/a)(sin §/B), rather than smooth them out.

It was estimated that the apparatus was capable of detecting a signal at
the combination frequency of 12 MHz as low as 0.07 dyne/cm? with a 10-dB
signal-to-noise ratio.

In searching for scattering, particular attention was given to the Doppler
angles (24°37', 54°20" in this case) for which pressure maxima had been pre-
dicted. A comparison of predicted values of p4 for one specific experimental
trial is given in Table 1.

Table 1
Various theoretical predictions for Jones-Beyer experiment:
py(N=45atm, py(N)=18atm R; =R, =21.89cm,r=47.62 cm.

p,max
Research Equation @B=0, 8=24°57"
dyn/cm2
Ingard. Pridmorc, Brown 9.3 24,000
Dean
Correction for receiver in near [lield 9.15 5,230
Additional correction owing to use
of circular instead of square beam 9.16 586
Berktay, Al-Temimi
Correction for noncollunated 9.21 2,940
Correction for noncollimated plus Dean - 45.3
Correction for circular beam - 5.1
Westervelt 0

A number of experimental trials were conducted, in which the distance
between the receiver and the interaction region was varied from 7 to 74 cm
and the distance between the source and the interaction region from 3 to 30
cm,

The experimental conclusion of Jones and Beyer was, therefore, that no
interaction occurred between the two beams under the specified conditions.

It is of interest to note that in the solid state case (Chapter 10) such
interactions (called three phonon-interactions) for longitudinal phonons are
forbidden except in the case in which both momentum and energy are
conserved—i.e., collinear beams. (18]

9.5 Collinear Beams.

Throughout the preceding sections of this chapter we have avoided con-
sideration of the case in which the two beams are collinear. The theoretical
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treatment here is due to Westervelt, who noted that the nonlinear terms made

the beam act as a distribution of sources for the modulating frequency. [19)
In his analysis, Westervelt returned to the formulation of Lighthill, re-

arranging the fundamental equations of (9.1) in terms of the pressure

1 . 232 | 32
sz = Vzp - pF —[p - —p} - ——(puu-). (9.25)
002 .) f2 C02 ax,-x/ L)

The terms on the right are kept only up to the quadratic. The comparable
approximation in the relationship of p and p is

6 2
€p 2y’ \9p p=h
(9.26)
32 1 21 1 Pg? 2 7 Po 2
(puu;) = ~0%=p? + = —u?} +VE—u?|.
ax;0x; ~ 90"02 2 2,2 C02

Now p in (9.25) is the total pressure at a point in the medium. It is made up
of the hydrostatic pressure p, which is a constant, the pressures of the
two primary beams p;, p,, and the scattered p;. Since we are interested here
in the sound energy p, that might be scattered at the sum and difference fre-
quencies, we can omit py, p, as well as p, from the pressure in Vzp, recalling
this omission when we calculate the contribution of terms on the right hand
side. Putting all this together gives the governing equation for the scattered
pressure p:

1 [a2 ap? ,
0%, = - —;(%) —2' - ppV2u? (9.27)

where the subscript i refers to the total primary beam. We note also that
2
2 c
(a_‘;’) -2 3.21)
ap p=p 0

The quantity u; can be reasonably approximated on the right by the
linear acoustics relation u; = p;/pgcy. Then

1 3%}

2,2~ _ 1 g2 2 1 2.2,
Vi E = Vel = =0

Po°Co pecy poicg’ 32
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Since we have discarded terms of 02 in the source, we can write

so that (9.27) becomes

%q 9.28)

2, = _p. X
0% Po 3

where

_ 1 B\a >
0 €0

Westervelt notes that g is the “simple source strength density resulting
from the primary waves p;.” (20]

Further solution of Eq. (9.28) depends on the character of the inter-
acting beam. For the case of two primary beams,

-0 X

P, = Pge 1 cos (w1 - kyx)
X

P2 = one 2 cos (O.sz - kzX)
Wy = Wy - Wy,

the general solution of {9.29) is (see Fig. 94)

; ik dr - vl
1WsPg qe’ §
p(r) = - f av’ 9.30
! 4n lr—-ri (5-30)
2w.paS (L iksr
- - Zn" f ""r dx. (9.30")

0

The integration in (9.30) is taken over the volume of the sources. Set-
ting dV' = Sdx, since our effective sources are distributed along the x axis, we
obtain the form (9.30"). The quantity L represents the effective length of the
array, extending to the point where g becomes negligible. For simplicity of
calculation, Westervelt extended the integration to infinity. In the case dis-
cussed below, where w, /27 > w,/2m > 13.5 MHz, a; + @5 = 0.09/cm so that
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P(r.0)

Figure 94.-Geometry for parametric array source.

a choice of L =30 would mean a reduction of g by a factor of 15 from its
initial value. We need only L > 1/(a; + a5).

With the added approximation R > wg/a?c, the scattered pressure
becomes

H{wet -k Rp)
e“’s s 0

- .2
Ps = @5 Po 8nR, fa; +ay 0 .31)
W= ¢ kg sin? £3
where
_ lwg B
F=- 53 (l + ﬂ)plopm‘ (9.32)

Py Cp

For the case of two collinear beams of equal pressure P, Westervelt
obtained the following expression for the radiated intensity /, at a distance
R far from the source:

2
w PSS (1 ¢ 2—‘21) ]

2872 pcdRE ol + k2sin® (8/2)

(9.33)

Here wy is the angular difference frequency, S the cross sectional area of the
primary beams, a the acoustic absorption coefficient for the carriers (it is as-
sumed that w; = «,), 8 is the angle between the line of R, and the axis of
the primary beams and k = w;/c,.

This arrangement was called by Westervelt the parametric end fire array
because of its resemblance to the corresponding sonar array; and in his origi-
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nal note, he remarked on the fact that if a single high intensity sound beam is
radiated, it behaves as a parametric amplifier for any sound traveling in the
direction of the beam and can be used therefore as a highly directional re-
ceiver (see Chapter 10).

The qualitative aspects of Westervelt’s theory were very quickly con-
firmed experimenuaily. Bellin and Beyer [21] drove a l-in. diameter quariz
crystal (resonance frequency 13.5 MHz) by means of two transmitters op-
erating at frequencies of 13.0 and 14.0 MHz. The difference frequency was
received on a cvlindrical barium titanate probe 1/16" outer diameter, 1/16"
long. The results are shown in Figs. 9-5, 9-6 which give the directivity of the
difference beam for both the theoretical and experimental cases. The coor-
dinate for each curve is measured in relative units.

{5 1aMe oo TSI

MEASURED
fr 13 Me oe- TLAMIMS

L e e TS S Y W)
44 § 0 +1+4 o 8
AneLe 6 (N Otc)
Figure 9-5.-Experiraental and theoretical direc-

tivity patterns for end-fire radiation in water
(from Bellin and Beyer [21]).
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Figure 9-6.—Half pressure angle versus differ-
ence frequency for the case of transmission in
water (rom Bellin and Beyer {21}]).
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The maximum scattered pressure was measured to be 2 X 104 dyn/cm?2
while theory predicted 3.5 X 104 dyn/cm which was regarded as reasonably
satisfactory agreement.

The half-width of the beam 6, ,, at the half pressure point (6 dB down)
was measured as a function of the difference frequency, with the results
shown in Fig. 9-6. The theoretical value can be obtained from Eq. (9.24):

1/2
~ 1/4 (&
6, = 2-3Y (k-) . (9.34)

s

Thus the correct frequency dependence was obtained. However, the narrower
form of the directivity pattern in Fig. 9-5 was a surprise; it has been con-
formed by subsequent measurements of other researchers. In particular,
Vestrheim and Hobaek [22] have reported measurements of the variation of
8, with respect to the sound intensity and the distance from the primary
source. Figure 9-7a gives the experimental 8, ;5 as a function of the acoustic
pressure, while Fig. 9-7b gives 6, /5 as a function of distance from the source.
In both cases, 6,5 approaches the calculated value 6, for collimated sources
at large values of the argument.
Further discussion of this problem will be given in Chapter 10.

9.6 Absorption of Sound by Sound.

Recently, Westervelt [23] has made a new approach to the problem of
scattering of sound by sound. He begins with the more general form of Eq.
(9.11), valid for the angle ¢ between the two beams # 0: (24]

g 1 B\ >
Ps --(?[Elz - 2w|w2(cos¢—])<2cos¢+ A)V le] (935)

This expression has a singularity at § =0. However, by forming the
operator

D =1 -exp[(l%“cov

and applying it to pg, Westervelt was able to exhibit a solution for p, that was
valid at ¢ = 0, and that reduced to axial form of Eq. (9.31)as ¢ = 0.
Westervelt then proceeded to apply this solution to the atienuation of a
monochromatic plane wave with wave vector k; interacting with an isotropic
distribution of other waves with arbitrary angular and spectral distributions.

o 1)] (v (9.36)
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Figure 9-7a.—Variation of half-pressure angie 6, j2 with primary in-
tensity (Re = Reynolds number of source, 6, = corresponding angle
for collimated sources, 84 = angle for direct radiation (from Vestr- ‘,
heim and Hobaek [22)). :
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Figure 9-7b.~Variation of 6, , with distance for primary source
(from Vestrheim and Hobaek [22]).

Using an energy conservation method based on the power absorbed by virtual
sources, {24] he obtained the general form of the absorption coefficient re-
sulting from this interaction
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k

2 1

o= — 2<|+%) nJ ku(k)dk
2p0C0 0
] - ky ,
+ 2k, .[ u(k)dk + kﬁf Fu(k)ak. (9.37)
3 kl 0

If the range of frequencies in u(k) lies well above that of k, this equa-
tion reduces to '

o B\?
2p0¢p

where E is the energy density of this background radiation.

Since Eq. (9.37), (9.38) represent an absorption of sound from the
primary beam due to interaction with the secondary (background) radiation,
Westervelt has called this the absorption of sound by sound.

A similar phenomenon has already been noted in the absorption of
sound in liquid He* below 0.6°K. [25] The maximum absorption, due
to interaction of the sound beam with the background of phonons, is given
by Eq. (9.38) if £ is the energy density of the background phonons [26]

30h3¢3

(9.39)

(kg = Boltzmann constant), and if B/24 is replaced by the Griineisen con-
stant (see Section 11.3). The experimental results are larger than the theory
by a factor of about 2, a difference explained by Maris and Massey in terms
of anomalous dispersion.

This phenomenon suggests that one might be able to increase the ab-
sorption of an unwanted low frequency sound by use of an intense back-
ground field at other frequencies.

9.7 Scattering of Sound by Sound in the Presence of Obstacles.
In his early paper on the scattering of sound by sound, Westervelt [6]

pointed out that the presence of a solid body in the interaction region would
give rise to scattered waves at the combination frequencies. He attributed

such an effect to the action of the time-dependent radiation forces exerted-
on the solid by the primary beams. The reaction of these forces on the me-
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dium would generate the sound. He also noted that the primary waves would
undergo simple scattering and that such scattered waves might interact with
themselves and with the original beams.

These effects were observed by Bellin and Beyer [9] when a #38 wire
was introduced in the interaction region. They also noted that interaction
could be produced by blowing bubbles through the interaction region, but
no quantitative measurements were made at that time. More recently, Jones
and Beyer [1,17] have reported a systematic study of both phenomena, a
summary of which is given here.

A. Rigid Cylinder. The geometry of the arrangement is the same as
that described in Section 9.4, except that a metal cylinder is centered on the
interaction region (Fig. 9-8). Their analysis begins with the expression for a
diverging cylindrical wave from linear acoustics (recall Section 1.9):

Hotkir) |
pi(r) = pa.) Aotk ' 1,2 (9.40)
f i

pi(r) is the pressure of the ith wave at a distance r from a cylinder of radius
a..pj(a.) is the pressure of that wave on the surface of the cylinder, A, is the
nth order Hankel function of the first kind.

When the pressure p;(a.) is gradually increased. nonlinear effects ap-
pear and Eq. (9.40) will no longer be strictly correct. However, we shall con-
tinue to use it for the large amplitude case (at the fundamental trequency),
correcting for finite-amplitude losses by inserting an appropriate factor.

This particular problem was solved by Dean, [10] who obtained Eq.
(9.12) for the sum-frequency pressure at a distance r:

py(r) =

py(ac)py(a,) B
—_— 1+ 57

2p0C02
Hy (ky r)Ho(kyr) + Ho(kyVH, (kyr)
H\(kya)Hy(kya) '

X kyr e %.12)

Lauvstad (12] has noted that this equation applies only when r> a,,
but such a condition was satisfied in these experiments.

In what follows, it will be desirable for us to express Eq. (9.12) in
terms of the primary pressure at the field point r, rather than at the surface of
the cylinder. We therefore replace p,(a.). p5(a.) by py(r), p5(r) through Eq.
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bject at center of interaction
j region

; SeMHz )
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Figure 9-8.— Arrangement for scattering of sound by sound
in presence of obstacle.

(9.40). The result is a most unwieldy expression. However, under the ap-
proximation r > a,, the Hankel functions can be approximated by

2
ﬂk‘ac

Hy(kya,) = -

R

1/2 i(kir -2)

Holkr) = <;’-2(7) e 4 (941)

In s
Hy(kir) = ( 2 >1!2 ci(k‘r_T) (:

ﬂkir
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and the revised and approximated (9.12) is given by

ky
p+(r) = Relp,(r)] - Relpy(N] - (l + -%) 1RE (9.42)
Poco

What we have done is to make possible a discussion of the scattering
amplitude at the field point r in terms of the primary signals that would exist
at the same field point in the absence of interaction.

In the experimental arrangement, the cylinder lies at the center of the
common region formed by two perpendicularly intersecting plane-wave
beams. It is now assumed that the scattered field produced by the plane
waves is equivalent to a cylindrical source modulated by the plane wave dif-
fraction pattern. The assumgtion is illustrated in Fig. 9-9.

Figure 9-9a indicates the classical diffraction pattern plane wave scat-
tered by a rigid cylinder (no attempt has been made to give detail). It is now
assumed that the cylinder is acting as a source of cylindrical waves, in accord
with Eq. (9.40). but that the amplitude of the waves at a. is modulated in
accord with the diffraction pattern just described. This wave form is indi-
cated for source #2 by the solid line. A similar pattern is also shown for
source #1 (dashed curve).

diffraction pattern
from source #2

diffraction
~ pattern
=1 ) from
e source #1

#2

Figure 9-9.-Diffraction pattern from rigid cylinder.
———! Source #1;

: source #2.
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The scattering of a plane wave by « rigid cylinder is given in the in-
finitesimal amplitude case by Morse and Ingard (27}

/2

a
p(r) = p() [TC sin % + # cot2<2,-> sin? (ka, sin O)J (17

where p(/) is the pressure amplitude of the incident plane wave at the face of
the cylinder—the interaction region. For this formula to be valid, it is re-
quired that kr > | and a, > A, which are both the case here.

For high amp.iiudes, of course, this formula is not strictly accurate.
However an exponential decay factor can be added in the form

exp [-r/(r + %) (9.44)

where ¢; corresponds to the discontinuity length for a plane wave for the ap-
propriate source (in this experiment, i = | refers to the 7-MHz source, i =2 to
the S-MHz.

We may now identify e [p,(7)] (Eq. (9.37) with Ps,-(-‘) (9.43). This
is the step in which we transfer from the classically scattered pressure Ps; to
the pressure radiated by a cylindrical source Re[p«(r)] .

We therefore have two concentric cylindrical waves whose pressure am-
plitudes depend on the polar angle 0 in exactly the same way as two perpen-

dicularly intersecting plane waves scattered by a rigid cylinder. We are in ef-
fect rewriting Eq. (9.42) as

B k+r
p+(r) = pgi(r)pgy(n{1 + 34 3 (9.45)
Poco

Figures 9-10,9-11 show results of the scattering by a 1/4" steel cylindri-
cal rod (a. =0.3175 ¢m) as a function of angle; § = 0 corresponds to direct
alignment of the receiver with the 7-MHz source, 6 =90° to similar align-
ment of the receiver with the 5-MHz source. The distance from beth sources
to the interaction region was fixed at 21 .89 cm.

Figure 9-10 indicates the diffraction scattering from each sound beam
alone,

The apparatus was so constructed that the two transmitters could be
rotated about the interaction region. This rotation was carried out until a
maximun or minimum was recorded.

The theoretical curves have been plotted from Ey. (9.43) with the at-
tenuation factor (9.44) added. The argument on the various maxima is quite
satisfactory. The lack of absolute agreement on the level of the minima prob-
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Figure 9-10.-Scattering of sound by a rigid cylinder (from Jones [1], p. 111).

ably results from the fact that the finite sized receiver is averaging over an
angle that extends well beyond the width of the crevasse.

The same frequency was examined by means of the same apparatus,
with both transmitters in operation. Once again theory and experiment are in
good agreement.

Similar measurements were also reported for a 1/16" cylinder.

In all of these measurements, the interaction distance R was greater
than the discontinuity distance €.

In order to study the buildup of the interaction signal, an additional
experiment was performed in which the amplitudes of the primary beams
were greatly reduced, so that the distance to the receiver r would be smaller
than the discontinuity distance. Measurements were then made with the 1/4"
rod at @ =i over a range of values of r. The results are shown in Fig. 9-12.
The discontinuity distances for each primary beam: were over 100 cm.

The curve divides into three regions. When r is less than about 20 cm,
the amplitude ot the received sum frequency increases with r—which is char-
acteristic of the parametric interaction in its building-up phase. In the region
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Figure 9-11.—Interaction (at the sum frequency) of sound with sound from
scattering by a rigid cylinder (from Jones [1], p.112).

of r between 20 and 36 cm, the value of p4 is roughly a constant. This is the
region in which the increase in p4(r) by the factor r in Eq. (9.45) is almost ex-
actly counterbalanced by the cylindrical spreading (1/r1/2) in each of the
classically scattered beams (the damping of the signal is slight). Finally, in the
region where 7 is greater than 36 cm, the attenuation due to the varying ab-
sorption factors becomes dominant and the value of py decreases. When the
higher intensities were used for p|. p,, only the latter part of the curve could
be observed.

B. Rigid Sphere. Similar measurements were reported in the same re-
search for rigid spheres. The analysis is completely analogous to the case of a
cylinder. We first assume two linear concentric spherical waves, each given by

k,~as2 ik;r
pilr) = plag) ——exp 1~

94
ikias ( 6)

where the subscript / denotes the particular wave, g, is the radius of the
sphere. As before, we shall add the factor exp [-r/(r + £;)] to account for
finite amplitude attenuation beyond the distance r = €.
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From the work of Dean, {10} we have, for the sum interaction fre-
quency p4(r),

B 4
p1(a;)py(ag) (l + ﬂ) kikykaag

p4(r) = >
2906‘0 r
] k
X {fle ——roxp Uker)
(1 - ikja)(1 ~ ikqa)
r -2k, r r .
X ln;— -e r=1 exp 2ikrdr (9.47)
s ag

for r> ag, this reduces to

/
L i(kyr -
pu(r) = F |n<" *’) wReLe\+

r

[

ﬂ (9.48)

where F is the factor in front of the expression { . } in (9.47).
We now rewrite the p;(a,)in terms of &e [p,(r)] and substitute the result
in (9.48). This gives

EEANS

p(r) = Relp,(r)] - Re[p,(r)] 3 rin(k,r). (9.49)
Poco

We again refer to Morse and Ingard 28] for the classical scattering of a plane
wave by a rigid sphere,

0 1/2 _ r
ps (1) = pi(h) -;-i- [1 + cot2<?i>.ll(klas sin 0,)] e "% (9.50)

where i =1, 2, pi(]) is the pressure amplitude of the ith plane wave beam at
the center of the interaction region, Ps,-(") is the scattered wave at the distance

r from the sphere, 8, the polar angle of the ith wave, &, thc plane wave critical
length for the same wave, J, is the Bessel function of order 1. As before, the
exponential fraction has been added to account for the decay of the funda-
mental component of the pressure after an initial sawtooth has been
established.
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We now make the identification »

&elp M) = py (P

which is entirely analogous to the step of Eq. (9.44). Then . :
1+ %) k,

p+(r) = ps (r)psy(r) T rin k,r. (9.51)
Poco :

The results for the interaction resulting from a 1/4" rigid sphere are shown in ]
Figs. 9-13, 9-14. Figure 9-13 gives the measurement of the 5 and 7-MHz scat- !
tered signal (only one transmitter operating at a time). The continuous
curves are plots of Eq. (9.50). Figure 9-14 gives the received sum frequency.
The continuous curve is a plot of Eq. (9.51).

0,=0.3175cm, r=48.18cm, R=2189cm, ;

p (1)=2.45 x108dynes/cm?2, p (1)=3.36 x108dynes/cm? D)
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Figure 9-13.—Scattering of sound by rigid sphere (from Jones [1], p. 130).
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Figure 9-14.—Interaction (at the sum frequency) of sound with sound from
scattering by a rigid sphere (from Jones 1], p. 131).

C. Non-rigid Sphere (air bubble). We proceed as in the previous para-
graph. The classical formula for the scattering of a plane wave by a non-rigid
sphere of radius ap is given in the Born approximation by

2.3
“ap” |Kp - K 3pg - 3p
i 98 [B + B J (9.52)

k
Ps (1) + pi(h) =57 P 20g - 7

i where «, p are the compressibility and density of the medium, kg, pg the cor-
responding values for the sphere (bubble).

Equation (9.52) holds for \; > 2mag. For a frequency of 7-MHz, this

restricts us to bubbles of radius less than 0.02 em. 3

For an air bubble in water, Eq. (9.52) reduces to

Ti

Q+ri ( 1

P,l(f) = p,;(l)k,zal-,}r'l [lO4 ~cosf]e f (9.53) .-
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cross-sectional area S and possessing an en..lope f[f - (x/c)], where fis nor-
malized so as to have a maximum amplitude of unity:

since kg >k, p>pp. Here again we have added the exponential sawtooth
decay factor. It is obvious for (9.53) that the scattering is nondirectional.

We may now use Eq. (9.51) for the pressure of the sum frequency wave,
but with the Ps; given by Eq. (9.53) in place of (9.50).

Experiments were conducted on air bubbles produced by controlling
the flow of air under high pressure through a small glass nozzle. The system
permitted a steady vertical flow of bubbles whose size could be varied from 3
to 700 microns. Controls were provided so that only a single bubble would
be in the interaction region at any one time.

Considerable indeterminancy existed in these experiments. During the
passage of the bubble through the interaction region, it scattered numerous
pulses of the primary waves, but each from a different vertical position. This
led to a blurring of the results. The authors attempted to compensate by
averaging over some ten independent readings at each position and fre-
quency, but it was not possible to reproduce the detailed structure.

Figure 9-15 shows the results for bubbles of radius r=0.0035 cm
(35 w). The solid curves correspond to Eq. (9.53) (the two upper lines) and
Eq. (9.51) (the lower line).

Virtually identical results were obtained for bubbles with a mean radius
of 95 u. However, when larger bubbles, of mean radius 283 u, were used,
the scattered signal was tar below that given by Egs. (9.51) and (9.52) (see
Fig. 9-16).

In this last case, of course the bubble radius has become larger than
the wavelength of one of the primary beams (7-MHz) so that Eq. (9.53) is no
longer a valid approximation.

The general conclusion of this section then is that sum frequencies are
indeed obtainable when a rod or sphere is located in the interaction region,
and that the entire scattering behavior can be accounted for by the Wester-
velt theory.

9.8 Interaction of Pulses of Finite Amplitude.

Thus far all of the discussion of interaction has been of two separate
beams of two distinctive frequency components in a single collinear beam.
In a typical ultrasonic pulse, such as that shown in Fig. 9-17, the beginning
and ending portions of the pulse have broad frequency spectra, so that large
amplitude pulses must possess considerable self-interaction.

Such pulses might be viewed as transient versions of the parametric ar-
ray discussed in Chapter 9.4. The theory of such an array has been presented
by Berktay, [29] who derived an expression for the transient signal pressure
p(x.t) generated along the propagation axis of a pulse of initial amplitude P,
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Figure 9-15.—Scattering of sound beams from air bubble of radius 35 microns
and the interaction at the sum frequency (from Jones (1], p. 143).
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Equation (9.54) therefore describes the on-axis generation of sound by
a “parametric array” consisting of a propagating high amplitude pulse.
The theory has been accurately confirmed by experiments in carbon
tetrachloride. [30] The pulse shown in Fig. 9-17 had a carrier frequency 10
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Figure 9-16.-Scattering of sound beams from air bubble of radius 253 micxrons
and the interaction at the 3um frequency (from Jones {1]).

MHz and was of about 6-usec duration. It was fed to an air-backed x-cut
quartz crystal with a resonance frequency of 10 MHz. The resultant ultra-
sonic signal in the CCl, had a pressure amplitude of 1.9 atm.

The pulse propagated through the CCly and was detected by a wide-
band acoustic receiver which consisted of a 30-MHz 0.5-in. quartz trans-
ducer bonded to a fused quartz delay line. The crystal output was preampli-
fied within the receiver housing and then fed to external amplifiers and the
oscilloscope.
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Figure 9-17.-Pulse applied to transducer (from Moffett,
Westervelt and Beyer [30])).

Oscillograms showing various stages of the pulse’s progress are shown
in Fig. 9-18.

The rapid transformation produced by the effect is clearly demon-
strated. Berktay has called this process the “self-demodulation of a pulsed

30m v/ divison 1 2 19.0 cm 0.8 m vV/division.

10Om v/division. » 1 240 ¢cm. 0.9m V/divivion.

=t 33.0 cm. 0.9m v/aivision.

vote S cm 09 m v/divinion. 1t 42,0 ¢cm. 0.9m v/division

Figure 9-18.- Variation of pulse shape with x, the source receiver separation
(from Moffett, Westervelt and Beyer {30]).
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carrier.” One can also think of the medium as playing the role of an acousti-
cal low-pass filter. The fluctuations of 32/2/312 have an approximate period
of 2 usec or a “frequency” of S00 kHz. The effective absorption coefficient
of such a pulse would be 1/202 = 1/400 that of the carrier with its frequency
of 10 MHz (at frequencies far removed from any relaxation frequency).

Moffett and his coworkers made further confirmations of the theory.
A smoothed version of the envelope of the pulse in Fig. 9-18 at x =3.0 cm
was plotted and read into a digital computer, squared and differentiated
twice. The computed result for £2022/3r2 is shown as the continuous curve
in Fig. 9-19. The abscissa 7 is the retarded time expressed in periods of the
carrier. The experimental points are taken from Fig. 18, x =19.0 cm. The
horizontal scale was adjusted to place the first experimental peak at its com-
puted position.

R, 2242 2
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004
0.03
0.02
0.01
0.00 °
-0.0)
-0.02
--0.03
-0.04
-0.0%
-0.06
-0.07
-0.08

-0.09
—oob a1
- (o} 10 20 30 40 50 60 70

— (fen/C}/T

T
»

1)

0 g 00

T

]
~

T 7T T 7 ri

Figure 9-19.—Comparison of transient signal shapes calculated from
the pulse envelope similar to that of the first curve of Figure 9-18
(continuous curve) and measured from the photograph of Figure 9-18
at x = 19.0 cm (from Moffett, Westervelt and Beyer [30]).

The same effect has been observed in water, where the much smaller
absorption coefficient prevents a clearcut separation of the carrier and
transient responses. However, it was observed that rotation of a 20-MHz
x-cut quartz carrier beam could have the same “filtering’ effect as the spatial
filter of Fig. 9-18.

The results are shown in Fig. 9-20.

ot RS At ok et bt o il gl

b e o e e

PYRIP RV S N

ek e

P TR PR

i i b




P e g o TS S

o

W meEr o pbeeEas pbe FR s e s e ke RS SSERAT

334 NONLINEAR ACOUSTICS REFERENCES

®:0.0° T TR 1Y

o 7* . S0 =-3.0°

o8 Or-4.4°

@1 4.4° ®:5.8°

0r-70° @ 9.1°

Figure 9-20.-Received pulse at 3 radius of r = 47.7 cm in tap water for various angles

T =

of beam (from Moffett, Westervelt and Beyer [30]).
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Chapter 10

APPLICATIONS OF NONLINEAR INTERACTIONS.
THE PARAMETRIC ARRAY

The ultrasonic parametric array has now been analyzed and tested over
a wide range of conditions. A large number of these researches will be
touched on in this chapter. To develop some system for our review, we shall
consider first the transmitting applications and subsequently the receiving
applications. In each instance the research subdivides further into far-field
and near-field operation.

10.1 Far-field Transmission.

Equation (9.33) gave Westervelt's expression for the interaction to be
expected from two beams of the same intensity and nearly equal frequency.
This analysis assumed the existence of plane waves and was further restricted
to the far field of the scattered wave by the condition kR >(k,/a)2. [1}
Berktay extended Westervelt's treatment to take into account the finite size
of the transducer. (2] Assuming a rectangular transducer of sides 2b, 2d, he
obtained the following expression for two beams of initial pressure ampli-
tudes Py, P, (Fig. 10-1):*

AP PySwt exp(-agR) U (7.0) o]
Ps pTYE, (10.1)
477006'04R0 Az + 4’(52 .’.in2 -2']
where
S = (2b)(2d)
A=a tay-acosf
(10.2)

sin (dk, cos ) sin (bk sin v sin 8)

v(r0) = dk, cos v bk, sin 6 sin ¥

*In his derivations, Berktay madec the simplifying assumption that the nonlinear param-
cter 3 was 2qual to unity.
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2 4

Figure 10-1.-Geometry for two collinear interacting sound beams
traveling in the x direction (from Berktay [2]).

a;, ajy, a; = absorption coefficients for the two primary waves and the differ-
ence frequency wave, respectively.

The results shown in Fig. 10-2 indicate the effect on the beam width
of taking the diffraction pattern (10.2) into account.

For practical application, a different transducer geometry is often used,
and Berktay has derived expressions for both cylindrical and spherical
spreading:

10 ~
- i
§ = .
U [N
[~ ™
ol
3 w
| )
+X] 1

Ditference frequency, MMz

Figure 10-2.—Experimental results of the interaction of two
collinear sound beams. Curve 1, Il derive from Eq. (10.1),
curve | without the aperture function y, curve 11 with it;
curve 111 corsesponds to the case of radiation from a square
aperature of ares 9 cm?2; curve IV is the mean experimental
curve (from Berktay (2]).
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338 APPLICATIONS OF NONLINEAR INTERACTIONS SEC 10.1 i
i
() Cylindrical case (Fig. 10-3) \ j
The pressure distribution in the far field in the plane z=0is )
given by
~a R d
BP P20 w2e ¢ :
p, = LT, Vol + L2 (10.3)
. Poco’ 8TRgV/2k A
where
® = -2 tan"1(v2u; = 1) + tan)(v/2ug - 1)
~tan~! (v2uy + 1)7! - tan=1(v/2u, - 1)
2 :
e @02 ~Vd -V >* 0+ V2va) (10.4) ';
= l R '
2
(902 - \l’dz +\/5¢'d )"' a “\/2-¢’d)2
u=206p-v¥g 0y = 0/0g 64 = V2afk, 7
S
up = 0=y Yo = V/6, ‘ |
b
|
uy = 0p-vq Va = ¥1/84. :
Figure 10-3,—~Geometry for an end-fire arrsy formed by cylindrically (‘

spreading primary wave (from Berktay (2]).
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In this case, one is dealing with a primary beam of two cylindrically
spreading waves confined within the limits z + £ and making angles of *y,
with the x axis. It is also assumed that the radial power flow is uniform over
the angular range of 2y.

(b) Spherical spreuding
Here it is assumed that the primary waves are confined to a cone of

angular width 2y; with the intensity independent of angular position within
the cone.

The analysis by Berktay leads to the result

P, Powle R 2 1/2
2pgcy Rk,

[Same terminology as in Eq. (10.4).]

The directivity of the array can be considered by comparing the scat-
tered pressure at angle 8 with its value at 8 = 0. For the bounded plane wave
case, in the plane z =0

p.(r.0) sin(bk,sin0) 2k 2|-1/2
D@) = = = S Y i 4 ‘

= — sin2 =
Ps(R.0) bk, sin A 2

For the problems of interest (waterborne sound) VA/2k, =sin 6;/2 < 1.
The half power points (3 dB down) of this directivity pattern occur when
(2k/A4) sin? 8/2 = 1. Hence

20, ~ 4JA/2,. (10.7)

The corresponding directivity function for cylindrical waves is given by

D.(0¢.¥4) = -g;/—; Vel + L2 (10.8)

and for spherical waves
2 1/2
D,(8.vy) = ﬁ{[% In(l + w;‘)] + (tan-! %2)2} . (10.9)
d

The relation of the scattered wave to the intensity of the fundamental
frequency component in the far field has been established semi-empirically
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by Merklinger. [3] He points out that the source function (9.29) can be
written in the form

al
q(x,t) = -6—3- 37
PCy

(r,0 (10.10)

where / is the total acoustic intensity.

Of several empirical relations between / and the intensity of the funda-
mental frequency component /, proposed by Merklinger, the simplest is
~-20x

,=Ioe x<x2

(10.11)

L}

where [ is the initial sound intensity and x, the distance at which the extra
attenuation [Eq. (3.72)] is 2 dB. Working with this and a somewhat more
involved approximation, Merklinger obtained an approximate form for p:

(10.12)

where K| =B%w?/pgcy®. At high intensities, Eq. (10.12) becomes inde-
pendent of §, achieving the form

(10.13)

P_,-(R,t) = 4ﬁRC0w 'a—[_z' P

Merklinger has applied this analysis to the case of the parametric array
to show that the beam pattern will narrow as the nonlinear parameter g is
reduced.

In an attempt to be more realistic, Berktay and Leahy (4] considered
interaction in the far field of a transducer, the directivity (in the far field) of
whose two primary frequencies is known, under the assumption that one can
neglect interactions in the near field and also any higher order (than primary-
primary) interaction.

In their work, Berktay and Leahy generalize the Westervelt scattering
integral Eq. (3.90) to the case of complex waves with known directivity char-
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acteristics. The geometry is shown in Fig. 104. If the primary waves are
given by

P.
pj = ‘riDj(%@ exp [‘(07 + ik/)’]

(10.14)
j=12

where DI(7'¢) is the directivity index of the jth primary wave, then the differ-
ence frequency pressure at the point R will be given by

_ -(.4.12P1P2[3 DIDZ
P_(Rye,ﬂ) - 4 ’If"RI
anpgcy (10.15)
X exp [-(a; +ay +ik )r—(a_-jk)Ir-R|}dV
Y
|
|
|
S '
= g ' X
ST~ |
S~ ¢ | "‘N\\__\ i
~ 1 T~~~
N |
\\ [}
~
Y4

Figuze 10-4.~Geometry for interaction of two primary sound waves of
known charactetistics (from Berktay and Leshy {4]).
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where the volume element is

dV = r2 cos ydyde¢dr,

In the far-field approximation, Eq. (10.15) can be reduced to

2
w?2pp P, _
p(R.A.n) =~ ———= ‘42 A ikR
4mpyco

n/2 /2 D, (y,.9)Dy(v,$) cosy do KR (L)
ap +ik(l - u) ¢

-n/2 J-n/2

2 2
[kR>l,u?—'l ~(7-26) ) (¢~2n) ’

ar = op Yoy to ] (10.16)

if the directivity functions are the same for each primary beam and if it
is assumed that the beams are very narrow, then Eq. (10.16) reduces to the
Westervelt solution of two collimated plane waves (9.33).

Berktay and Leahy have applied their analyses to the cases of a rectan-
gular transducer and a circular transducer, both in infinite baffles. We shall
review the first of these cases.

We therefore suppose the transducer to be a rectangle of length €, width
m. The directivity function is taken to be approximately

sin 7Ly sin aMy

D(y,¢) = g My (10.17)
where L = &/A, M = m/\.

The half power points of the two primary beams are defined by

aly, = "M, = /2. (10.18)

The authors then normalized all angles with respect to the halfpower point
of the difference frequency beam 8; (Eq. (10.4)]

04 = 2V 2ar/k_

’

¥

Y10, Yy = v1/04 (10.4)

9 = ¢/64 Y, = 01/84.
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Then

| D) = sin(v/27'1¥,) sin(v2¢'1¥,)
| ’ VI, NN,

(10.19)

In these terms, Berktay and Leahy could write a general expression for the
difference frequency pressure:

» M

p_(R,8,n) = p,(R,0)V(¥,,V,,0',n) (10.20)

where

it Sana . el

-w2P,P,S

4mp c04

pw(R,0) =

P T CRTT R

2 ey Y
v = LMo 2 j D2y, $)avds oo
2 dogy LHIlE =) + (0 - ¢)]

5 The integration of V(wy, ¥,,0,0) was carried out and the results are plotted ,
: in Fig. 10-5. Curves such as that of Fig. 10-5 can be used to compute the far
field behavior of a parametric area for a given set of parameters.

Another approach to the same problem has been made by Mellen and
coworkers [S] who have sought scaling parameters for the design of para- '
metric arrays. In particular, Mellen and Moffett considered a model in which i
the piston transducer was driven at frequencies fy * f/2 so that a difference i
frequency f < f is achieved. The beam is assumed to be a collimated plane
wave out to Ry = 1ra2/7\0 (a = radius of transducer, Ag =c/fy) and then to
spread spherically within a cone defined by the half angle 84 =~ 0.65/Ay/R,.

-...,‘.-....-.,,.,..,..A.

In their analysis, these authors began with the usual Westervelt inter-
action formula and computed the far field of the secondary pressure at dis-
tances large compared with the dimensions of the interaction volume (which
are of the order of 1/2a;). At the same time, they described their results
in terms of three scaling parameters: 1) the downshift ratio fy/f, assumed to
be greater than about 5; 2) the absorption number 2ayR ), which is less than .
unity for most practical systems; 3) the saturation number /2 (equivalent to |
o of Chapter 3). Finally they defined the scaled primary source level La, :
equal to the actual source level in dB (re 1 ubar at 1 m) + 20 log £y, where f,
is in kHz. Thus scaled levels above 180 dB corresponds to shock formation in
the collimated zone.
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Figure 10-5.-Far-field behavior for given dimensions of transducer in the case
of a parametric array (from Berktay and Leahy {4]).
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The principal results of their analysis are shown in Fig. 10-6 for a
downshift ratio of 10. The quantity labeled parametric gain is the ratio (in
dB) of the secondary source level freouency (f) to the primary source level
frequency (fy). For scaled input levels above 180 dB, the formation of shock
within the collimated zone flattens the gain curves (saturation limiting).

The lower left of the figure corresponds to the Westervelt situation, in
which the gain is limited by the small signal absorption.

As a typical example, the problem is considered of producing a 5-kHz
secondary beam from a 50 kHz source with primary level 130 dB re 1 ubar
at | m. Then f/f=10,L* =130 +20 log 50 =164 db re 1 pbar-m-kHz. If

(2aRy) = foy <10

PARAMETRIC GAIN (d8)

-80 | L i | ] J

140 150 160 170 180 190 200
SCALED INPUT SOURCE LEVEL (dB/1tbar-m-kHz)

Figure 10-6.— Patametric gain as a function of scaled input source level for various values
of the absorption number 2aRq. (From Mellen and Moffett [5]).
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the diameter of the projection is 3 in., Rg ~ 6 in, and 1/2agRq ~ 1000, the 7
parametric gain can then be read as ~30 db re | ubar-m (see dashed lines on '
graph).

Propagation curves have also been studied by Muir and Willette [6)
who used the directivity of a low frequency circular plane piston source

2.,1 (ka sin 0)

D(kasin8) = X2 in 0

and employed numerical integral of the Westervelt equation for the scattered
pressure. Their results are shown in Fig. 10-7 for 418 and 482-kHz primary
beams. Theoretical and experimental values of the received signal are given
for the carrier beam and for the sum and difference frequency.
© HeAsOF it b avo

FREQUENCY RADIATIONS

O &4-1H: DIFFERENCE
FREQUENCY RADIATION

& 900-kHy SUM-FRIQUENCY

RADIATION
00 s THEORY
—me SPHERICAL SPREAOING
i ]
- %0
|
3

0
1L i A114d £ 4 i L ididd A L A adi4l - |
a2 as I s w0 3 30 100 200
RANGE ~ YO

Figure 10-7. - Behavior of primary and diference frequency components
in a transmitting array (from Muir and Willette (6]).

The problem of the secondary beam directivity has been treated by a
number of authors.

Muir and Willette [6] extended the calculations and measurements to
off axis measurements of the scattered pressure. Their results for carrier, '
sum and difference frequencies are shown in Figure 10-8. ‘ :
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Figure 10-8.—-Beam pattern for camrier, sum and difference
frequency components in a transmitting array. (a) 482-kHz
carrier; (b) 64-kHz difference frequency radiation; and (c)
900-kHz sum frequency radiation (from Muir and Willette
[6]).

Mellen, Konrad and Browning (5] also measured the difference fre-
quency obtained by driving a single transducer with two signals of mean fre-
quency 720 kHz. The difference frequency signal is plotted as a function of
angle in Fig. 109 for difference frequencies from 12.5 kHz to 100 kHz.
Somewhat similar results have also been obtained by Pearcc and Berktay, [7]
who employed a mosaic transducer.

Finally, an operational sonar has been described by Walsh. [8] In this
construction, primary beams in the vicinity of 200 kHz were used to produce
a difference frequency of 12 kHz. Figure 10-10 shows the beam pattern for
the 200-kHz primary and for the 12-kHz difference frequency.
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Figure 10-9.-Diffcrence frequency beam patterns. Mean of primary fre-
quencies = 750 kHz (from Mcllen, Konrad and Browning [5]).

; : S
NS ey S

Figure 10-10.-Beam patterns of parametric array sonar, (a) primary beam, 200 kHz; (b)

difference frequency beam, 12 k!lz. Equivalent source level 87.6 dB re 1 ubar (from G. {
Walsh (8}). .
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10.2 Near-Field Transmission.

The problem of the near field of the parametric array has been treated
by Berktay and Shooter. [9] They begin with a continuous line array of sim-
ple sources (shown in Fig. 10-11) with a strength ¢ per unit length:

q(x,0) = Qg exp [i(wt - kx)] (10.22)

for 0 Sx S L, and zero outside the range. The velocity potential at the point
r can then be written

Q L
¢(z,p) = E'(: f ;]-exp [-ik(x + r)] dx
x=0

(10.23)
r2 = (Z _x)2 +p2
By introducing the notation
v=Kk(r+x- k(r - Vr? - p?), (10.24)
Eq.(10.?3)canbe .. ..nas
&R .0) = 9—0 In ——R—-exr) (~ikR cos 0)D(R,0) (10.25)
' 47 R -L ’ ’
1
/
— //
— //
7
R
// /r Ro p
J//e L‘/ v / v
& Ca K
(o] L/2 L £

Pigure 10-11.—-Geometry for near-field transmission.
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where

R I (2 N d
DR,0) = lnm J;I'TJ'CXP(—‘U) v

v = kR(1 ~ cos8) (10.26)

vy = k[(R?+L2 - 2LR cos 6)}/2 - (R cos 8 - L).

The function D(R,0) is a normalized directivity function. This func-
tion is plotted in Fig. 10-12 for various values of R/L, ranging from 1.1 to

1.0

RELATIVE PRESSURE

R/L LY

°o 2 80 90
OEGREES
(»)
Figure 10-12a.—End-fire array pattern for kL = 31.4 and the ratio
R/L = 1.1, 1.2, 1.5, 2.0, 8.0 and 100,0,
‘o A v ¥ v v . T —

KELATIVE PRESSURE

\
0 - —_— \[\v N
3 o

OEGREES
®)

Figure 10-12b.-Far-field end-fize array beam pattern for kL = 31.4 ( !
(from Berktay and Shooter (8}).
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100, i.e., from the near field to a relatively far field. In all cases kL = 31.4.
The most interesting feature is the narrowing of the beam as the range is
decreased.

While the analysis of Berktay and Shooter is derived in terms of real
arrays, it can be used also in the case of the parametric array, In that situation,
the effective length of the ray is at least as great as 1/a where « is the absorp-
tion coefficient at the mean transmitter frequency. In the experiments in
water of Bellin and Beyer, [10] described in Sec. 9.5, 1/a= 22 cm. Since the
difference frequency was detected at distances of about 1 foot,* it is clear
that R~ L in Egs. (10.25), (10.26), so that considerable narrowing should
be expected (see Fig.9.5).

Some further mathematical analysis of Berktay and Shooter is also of
interest. If Eq. (10.25) is expressed in terms of the retarded time

is made, Eq. (10.25) becomes

"
®(z.p.1) = 3‘; ( @iﬁl (10.27)
T

or, if we introduce the so-called window function U(7,75)

U(T]sTZ) = l, Tz < T < Tl
=0 otherwise,
where
. PV
T, =t ~-— =1 -1
Co
i=1,2,

*These authors neglected to record the distance for posterity, but the dimensions of the
tank and this writer’s memory suggest | foot as the most probable value.

o |
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then
s U(Tl,‘rz)
Bz.p.1) = - f o) =22 g (10.28)
anJ_, T -7

This integral is the convolution of g(¢t') with the function ('), where

U(ty, 1)
h(t') = Z]? f e, (10.29)

h(t') is known as the impulse response function of the end-fire array. [11]

This latter result was actually first obtained by Westervelt in 1965 in a
problem on gravitational waves. [12]

Measurements have also been carried out in air by Bellin and Beyer. As
in water the directivity pattern was inversely proportional to the difference
frequency (Fig. 10-13), but the absolute width was narrower than that pre-
dicted by the Westervelt theory, again, presumably because the measurements
were carried out in the near field.

o Eamementa, ponrry
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Hawe-Paessune anait w O8G,

Figure 10-13.—Half-pressure angle for difference
frequency in air. Primary frequencies ~ 350 kHz
{from Bellin and Beyer [10]).

Recently, Bennett [13] has confirmed the results of Ref. 10 by excit-
ing two elements of a “squirter’ transducer at 18.6 kHz and 23.6 Hz. Each
of these primary beams has a directivity half width of about 16°. Both the
sum and difference frequencies were detected after various false signals re-
sulting from intermodulation distortions in the receiving system had been
eliminated. All the Bennett measurements were made in the near field. Re-
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sults of the measurements are shown in Fig. 10-14. The solid curves in each
case were obtained by numerical integration of the equivalent of Eq. (10.13),
where the directivity patterns are those of ideal pistons operating at the two
primary frequencies.

—remae THEQRY
eowe CAPERIMENTAL DATA

-30° ': B * 300

NUMERICAL INTEGRATION
........ ~ PRODUCT OF PRIMARY PATTERNS
enan (XPERIMENTAL DATA

(d) OIFFERENCE FREQUENCY (8 kM)

Figure 10-14.—Measured and computed beam patterns for parametric area in air. (a) sum
frequency (47.2 kHz); (b) difference frequency (5 kHz) (from M. B. Bennett [13]).
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10.3 Far-field Receiving

Westervelt's parametric acoustic array [1] can also serve as a receiving
array, in which an incoming wave interacts nonlinearly with a local sound
source and the scattered sum-or-difference frequency is detected. Such sys-
tems have now been examined by a number of authors. [14-16]

The arrangement used in Ref. 16 involved the geometry shown in Fig.
10-15. The first order field consisted of a spherical wave source of angular
frequency w, and a plane wave source of a lower frequency wj(w; > wy).
The spherical wave emanated from a baffled circular piston and both sources
were assumed to have harmonic time dependences.

A
.\, PLANE WAVEFRONT

v / (AT ¢+ 0)
- e
! e
) - 7 PLANE WAVEFRONT
! / /(AY r)

O |
A BAFFLED

27T feume
- s : .
, . 1 ~ N P RECEIVER
. v oo . . O . (Ro, O, 0)\
1 . O N T N
. f . ! @ ' L : 7
N R .. . ™ .- r’

SPHERICAL
WAVEFRONT
{AT r)

Figure 10-15.-Orientation of the plane and spherical wave primaries in the
spherical coordinate system (R,v.¢) (from Bamard et al. {16]).

Other assumptions were:

1) linear-field effects of the pump are disregarded;

2) while absorption of the spherical wave is taken into account, the
absorption in the plane wave is neglected;

3) the amplitudes of the primary waves are such that losses in the pri-
mary beams due to finite amplitude effects can be neglected.

Barnard and his coworkers began their analysis with the Westervelt
equation for the scattered wave

Py (" aq eXP litkg +iag)]

PRy, 1) = - yrall B Rg —11 IRy -rldV (10.30)

ot b a3 ol . A

W

il A e m e o A bt .

O N

i
i
4
32
:
i

tn gt




B e TP,

r——

F :
SEC 10.3 NONLINEAR ACOUSTICS 355

where q is the source strength and the subscript s refers to quantities in the
i scattered wave. The factor exp (-a;JR, - rl) did not appear in the original
] Westervelt formulation but was added to take into approximate account the
! absorption of the secondary radiation.
As before, q = (ﬁ/pozcoz)(apleat) where Py is the first order sound field
and g the nonlinearity parameter.
) In the specific case studied in Ref. 16, the pressure py is given by

- vy
OV 17T J TR T VRPN YT S OROE T T I ey |

_ Ip|2]y(kyasing)) g,
Pr = py r[ kyasin g e cos (w - kyr)

skl ew

. + py cos (wyt ~ ky2). (10.31)

e it i,

Insertion of (10.31) into (10.30) and integration over ¥ yields

BwtP Pyry (R0 e
p, = —-L_:_E_OJ f J(kyasin ¢)
2ppco aky “o  ~o

PRI TIPSO

X Jo(kyrsin ¢ cos y) exp [i(k, £ kysinycos ¢ +ia;)r]

exp [i(kg + iag)r]
r

’

r

de¢dr, (10.32)

where w, = w; * wy and the upper limit on the ¢ integration, ¢, is the
angle from the axis of the acoustic beam to the first zero of the pump far-
field radiation pattern.

Equation (10.32) has been solved numerically and the results tested
against experiment for the sum-frequency. The results are shown in Fig.
10-16, with good agreement between theory and experiment.
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10.4 Near-field Receiving.

The problem of nonlinear parametric reception in the near field of the
pump signal has been treated theoretically by Rogers, Williams, and Barber
in the case of the difference frequency. [17}

The geometry of the system is shown in Fig. 10-17. The circular piston
(pump) of radius a is driven at the frequency w,; =k,c; klaZ 100. The ve-
locity potential ¢p(x,y,z) describes the field of this piston. A plane wave of
frequency wj = kyc is incident as shown. The authors assume k52> 1 and
seek the second order veiocity potential ¢,(x,y,z). The perturbation method
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200 11" .
fo:91em2 5092 8LkH2
EXPERIMENT. g, :27.5° EXPERIMENT. g  :17.5°
THEORY: §,,:350° THEORY: §,,:210°
SIGNAL FREQUENCY: 1kHz SIGNAL FREQUENCY: 2.8kHg

fs 1 95 kH2 f,:100 kH:
EXPERIMENT.  §,,,:13 5 EXPERIMENT. §,,,710.5
THEORY. §,,0:160° THEQRY- §,,,:110°
SIGNAL FREQUENCY. 5 kHz SIGNAL FREQUENCY. 10 kH;

Figure 10-16.—Sum frequency patterns for a pump-receiver separation of 48 ft. Theo-
retical values © = o, experimental values »F; =90 kHz, P = 101 dB re 1 ubar at
1 yd, P2 = 85 dB re 1 ybar at input to parametric receiving array, f= 1.0,2.8,5and 10
kHz (from Bamard et al. [16]).

of analysis used is similar to that used by Ingenito and Williams [18] and de-
scribed in Section 3.i3. In complex notation the differential equation under
study takes the form

] -iky' R
(V2 + ks2>¢2(x.y,z) = B k) Popx.y, 2 (10.33)

where R denotes the field position, k; = k; - k,.
By the use of the Green's function

_ 1 Z T —tigglz- 20l
G = v €, cos [n(8 - 62)]J- m]n(ﬁro)e ks 2948
= 0
n=0 (10.34)

— !
—— .
T ——ry
\ + \
s . ‘\
——— . i - - e —
- 1. t . .

e o e i sk s o aarl MUKAAL ST Wb s | e s mbhaa o L lh lredeme . .

PP PRIT TR 1 PN SRR 3 ¥V P RIPYVLI orsy P EI P P

STV S I TR PRPERRr YL RPSreR

4w

ALY 20t 2tuE Sl




G R ety ek ki osig  LF e

e

SEC10.4 NONLINEAR ACOUSTICS 357
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Figure 10-17.—Geometry for near-field receiving system.

where uf. =Q2 - ksz, and a number of approximations, Rogers et al. were
able to obtain an expression for the difference-frequency component of the
particle velocity in the 2 direction

Uy,(r,z,¥) = -[—;—f (k52k2)P"'] ¢pd(r,z)F(k2,z, ¥) (10.35)
where
-1 !
F(ky,z,¥) = exp <—1’k2: sin? %’) sin <ksz sin? %) <kz sin2 %) ;

ek &

®pq(r.2) is the piston velocity potential calculated at the difference frequency.
The quantity F(k,.z,¥) is the response function of the end-fire array of
length z to a plane wave of wave number k,, directed at the angle ¥ to the

array axis,
Thus, the directional characteristic is governed entirely by the response

function. This function is plotted in Fig. 10-18 for three different distances
from the source.
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Figure 10-18.~Response curve ; Flk,,z,¢)i vs v. tkya ~1,kja=100andz =
k,a%/k, which corresponds to a value for k,z = 31.83._ _ _ _ 1Kkyz = 63.66: . —.:
k,z =15.915 (from Rogers et al. [17]).

10.5 Other Applications of the Parametric Array.

It was noted in the paper of Walsh [8] that the parametric array sonar
was especially useful in shallow water, subbottom investigations. Two specific
variations of this facet of the parametric array have been discussed by Muir,
Adair et al.
: In the first of these, [19] an array was designed to search for objects
i buried in the sea bottom, such as materials from sunken ships. Two beams
in the neighborhood of 200 kHz, with a 20-kHz difference frequency were
obtained from a transducer consisting of eight hollow ceramic cylinders,
driven in the thickness mode, four at 210 kHz and four at 190 kHz. The
. difference frequency directivity pattern is shown in Fig. 10-19.
! As a test, a scan was made of the ocean bottom in the absence and in
; the presence of a 5-in diameter aluminum sphere buried to a depth of six
inches in sand. The signal strength of the difference frequency is plotted as a
function of the grazing angle in Fig. 10-20. In this particular case, the ball (*x
could not be detected by use of carrier beam alone. '
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Figure 10-19.-Beam pattern for subbottom investigations (from Muir and Adair {19]).

In the second experiment, the parametric array system is compared
with other conventional techniques of ultrasonography. To quote the author,
it was found that, “for the range of parameters required in medical diag-
nostics, the nonlinear parametric array does not usually provide as good an
angular 1esolution as does the strong focussing of large, linear arrays. The
parametric array, does however, provide for a large depth of field and as re-
gards angular resolution, it is competitive and in many cases superior to un-
focussed transducers commonly used in diagnosis employing contact scan-
ning.”' [20]  Clearly these applications are only in exploratory stages.

10.6 Arrays of Parametric Arrays.

Berktay and coworkers [21] have considered the advantages of ex-
tending the parametric receiver to a two dimensional array of simple (single-
element) parametric arrays. In the case of a single-element array, the pressure
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diameter 2luminum sphere buried in sand and in the absence of the sphere (from Muir
and Adair [19]).

amplitude at the sum and difference frequency at a distance L from the
pump transducer along its axis can be written in the form

{w) £ wy) 8PPy

p,(L.6) = - 3 exp [-(ay +iky)L +iM] D()
2Poco (10.36)
where
_sinM
D) = =7

M= kylsin 2.
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The half power point for such a beam is given by the relation

0up = 4sin-l MR A2
up = 4sin"l |0.470)F > 188 | 2,

so that the beam width is inversely proportional to the square root of the
' parameter array length L, whereas the broadside array of primary sources has s
a beam width proportional to 1/L.

Now let us consider the array of parameter receivers shown in Fig,
10-21. Each element has the directivity D(6) given by Eq. (10.36). If D(6)
is the directivity of an array of elements with the same geometry, but acting
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Figure 10-21.— An array of parametric recewvers (from Berktay and Muir {21]).
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as omnidirectional receivers, then the combined directivity funciion Dp(8)
will be [23]

D4(8) = D(8)Dg(9). (10.37)

Berktay and Muir first studied an array of two independent parallel
parametric receivers placed a distance d apart. The total directivity then
becomes

kydsin @ ginpm

Dy(8) = cos 3 i

(10.38)

Thus the beam is further narrowed by the intr- *i:ction of the second element.
Figure 10-22 shows the beam pattern in tk - - .2, first for a single element
[Fig. 10-22a and Eq. (10.36)] and for the two-element case [Fig. 10-22b and
Eq. (10.38)].

Arrays of more than two elements can be treated similarly. It is clear
that the parametric array can be manipulated according to the many tech-
niques of sonar arrays of conventional elements, with corresponding im-
provement of operation.

10.7 A Standing Wave Parametric Source (SWAPS).

Rogers and Van Buren {24] have developed a mathematic model of a
standing wave parametric source (SWAPS) that is designed to improve the
efficiency.

The proposed SV/'APS apparatus consists of a piston transducer at one
end of a liquid filled cylinder. The far ena of the cylinder is terminated by a
pressure release wall. The piston is driven at two neighboring resonance
frequencies that lie within the bandwidth of a single resonance. In either
case, the difierence frequency w will be much less than cither primary fre-
quency w; . wy.

The walls of the cylinder are sufficiently rigid for all predominantly
plane waves to propagate, but they and the end terminations are to be thin
enough 1o be nearly transparent at the difference frequency.

The role of the pressure release surtace is to discourage harmonic gen-
eration of the primaries. These will, of course, be generated in the forward
propagation of the primary beam. Reflection from the pressure-release sur-
face will produce a reverse sawtooth, so that the harmonic generation in the
trip back to the transducer will tend to restore the original sinusoidal wave
form.
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Figure 10-22.—Beam patterns for pazametric areas (8) single beam pattern; (b) difference
pattern for two-element case (from Berktay and Muir [21]).
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The mathematic analysis follows substantially along the lines developed (
earlier in this chapter, and will not be reproduced here. We shall content our- A
selves here with giving the principal results. The pressure at the difference
frequencies is given in spherical coordinates by

p_(R.0) = SF(B)exp [i(w_t - kR - 26,)] (10.39)

1 where § is the sound level, F(6) the far-field pressure cistribution and ¢
the plane shift introduced by reflection. We now look at the results for the
two special cases:

1) w;.w, neighboring resonance frequencies:

‘_wmv

2
3 = 212, 4
] S(A/Z) = ﬂﬁopo Q k_ﬁ |
: (10.40)
Jy(k_a sin 8) cos 8 cos (% cos 0)
FO)! = -~
ik__asm(? ' sin 0

Here P is the amplitude of the initial signal, 8 the nonlinear parameter, Q is a
quality factor covering the reflection coefficients of the terminating material
and the losses in propagation due to finite-amplitude distortion.

] The factor Sy/2 is very close to unity, while F(8) is very nearly omni- ‘
directional except close to the 90°-270° axis. .

The total power radiated by this system is obtained by numerical inte-
gration of | F(0)|2 with the result

1.64n 1

W, = == 85, .
A2 290008*“ (10.41)
2) w;.w, both within bandwidth of a single resonance:
In this case.
3.2, a*f
S ™ BpoPyQk. Y (10.42)

where €, the effective length of SWAPS, =~ (2m + 1/4)A, m an integer;

4115‘2 -

W (10.43) {

* 7 200co
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The output of SWAPS can be compared with the output of the travel-
ing wave parametric source of Westervelt (TWAPS). For the case (2), with
the SWAPS systern filled witii sea water,

S, ,
= Qa'? (10.44)
T

where the subscript T refers to TWAPS, a' is the absorption coefficient of sea
water and

k € S.\?
=S = 980~ ~ [ =
20%a'R - <ST> . (10.45)

Here Q is as yet undetermined, but it would appear that the system is a
more efficient radiator of the difference frequency, principally because near-
resonance conditions can be maintained in the tube and competing nonlinear
interactions are inhibited through the use of the pressure-release reflection.
In addition, the operating liquid in SWAPS can be chosen with different
parameters of nonlinearity and absorption coefficient so as to increase the
output of the system.

There is, however, a possible problem that by constraining the inter-
action to a relatively narrow tube, one has interfered with the phase relations
of individual portions of the signal-both primary and scattered—so that the
gain may be considerably lessened.

10.8 Nonlinear Interactions in Intense Noise.

The preceding portions of this chapter offer substantial evidence of the
powerful role of the source function [Eq. (9.29)] developed by Westervelt in
nonlinear interactions and we have indeed reviewed a number of interactions
of pairs of sinusoidal waves, as well as the effect of a pulse of finite ampli-
tude {Eq. (9.54)].

These analyses suggest a further extension, to the case of more than two
incident frequencies, or to the case of a nondeterministic amplitude varia-
tion, such as finite amplitude noise.

Such an extension has not yet been made, but a recent study by Pes-
torius and Biackstock [25] of finite amplitude noise propagation in tubes
views this same problem from the weak-shock point of view. While the sub-
ject matier is close to that ot Section 3.14, it seemed more appropriate to in-
sert it at this later point in the text, after interactions had been more fully
discussed.
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The weak shock theory developed in Chapter 3 indicates the progressive
distortion of a sinusoid (see especially Fig. 3-10). From Eq. (3.28) we have,
for u € ¢y, the rate of propagation dx/dr of a given displacement velocity
u=¢

dx _
==y * fu. (10.46)

At the discontinuity of a shock wave, this form becomes

u, +u
% ~ 2%[] - F’(’)_("Tb).] (10.47)

where u, and u; are the values of u just ahead of and just behind the shock.
It is convenient to rewrite and approximate Eq. (10.46) in the form

dt _ 1 ~ | Bu
L _._(1__), (10.48)

Pestorius and Blackstock began with this relation and then proceeded
to write Eq. (10.46) in the form of a difference relation, solving the latter by
use of a computer. The method is reminiscent of the analysis of a finite-
amplitude sine wave by Fox and Wallace. [26] That is, they considered the
propagation of the wave through a small distance x. Then the difference in
time corresponding to (10.48) is

X
fnew = Iotd =~ ﬁuold ‘:_02 : (10.49)

The new wave form is then tested for multivaluedness. If it is still single-
valued, the process is repeated. If it becomes multivalued, Eq. (10.47) is
used, the shock is located and particle velocities are corrected.

These shocks can overtake other portions of a complex waveform, and
as the authors point out: “Through the progression of growing, decaying and
merging, the shocks ultimately determine the shape and amplitude of the
wave.” [27]

The experimental problem to which Pestorius and Blackstock addressed
themselves involved propagation in a tube, and required the introduction of a
computational procedure to take into account both the attenuation and dis-
persion that are characteristic of tube propagation.

The algorithms developed made it possible for them to predict the be-
havior of both single pulses and noise in propagation in an air-filled aluminum
tube of 96-ft. length, 2-in. i.d.
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To test the apparatus, a sinusoidal source of 2-kHz sound with an initial
sound pressure level (SPL) of 160 dB re 0.0002 ubar was employed. Figure
10-23 shows the received pulse shape (both experimental and computed) for
distances of 1, 13 and 85 feet from the source. The solid curves were com-
puted by the algorithm mentioned, taking tube effects into account, while the
dashed curves are the corresponding results with the omission of wall ef-
fects. The most conspicuous feature of these curves is the round off of the
positive peak, which is the result of wall-induced dispersion.

The case of intense noise was considered both theoretically and experi-
mentally. The results are shown in Fig. 10-24 for noise with an SPL of 160
dB in the frequency range 500-3520 Hz at a distance of 85 feet from the
source. Figure 10-24 (a) is the experimental pulse, (b), that computed from
weak shock theory and (c), that computed from weak shock theory taking
wall effects into account.

Figure 10-25 shows the experimental and computed (with wall effects)
values at various distances from the source.

Two conclusions can be drawn from these data. First, roundedness of
the positive peaks is indeed characteristic of tube propagation for noise as
well as single pulses. Second, the number of axis crossings decreases with
propagation and the overall wave form becomes more regular as portions of
the wave are overtaken and ‘“‘eaten up” by the stronger shocks. Thus the fre-
quency distribution of the noise is significantly altered because of the non-
linear effects, with the upper and lower ends of the spectrum gaining at the
expense of the middle. The similarity of this behavior with that of the ab-
sorption of sound by sound (Section 9.6) should also be noted.
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Figure 10-23.—Wave distortion in an air-filled sluminum tube of 2-in. diametex
(from Pestorius and Blackstock {27]).
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eter aluminum tube. (1) Experimental signal; (b) signal computed from weak shock
theory: (¢) weak shock theory plus wall effects (from Pestorius and Blackstock [27]).
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Chapter 11

NONLINEAR PROPAGATION IN SOLIDS

11.1 General Aspects.

Problems in solid state acoustics are not only classified separately, his-
torically, from other branches of acoustics but are generally performed by a
different group of researchers, who are interested in the sound wave only as a
tool in the study of the properties of matter. This is not wholly the case in
nonlinear acoustics, but it still seems appropriate to treat all nonlinear aspects
of acoustics in solids as a separate chapter.

The difficulty for the acoustician is one of selection. The concept of
the phonon was generated by the Soviet school of theoretical physicists in the
early thirties [1] and applied to the analysis of thermal vibrations, or lattice
vibrations of the solid. If the totality of thermal vibrations of the lattice is
considered as a sea of phonons, then such a classical problem as that of elec-
trical conduction can be solved in terms of “collisions’ of the electrons with
the lattice, or alternatively, of electron-phonon interaction.

By proceeding in this fashion, one is led to the consideration of thermal
conduction in the same manner. But this requires internal adjustment of the j
phonon population—i.e., of the interaction of different groups of phonons
with one another.

Finally then, the passage of a sound beam through a lattice is a special
case where the rhythmically advancing phonons (coherent phonons) undergo
collisions with the lattice phonons, producing a new set of phonons, this time
incoherent in nature.

Both thermal conduction and sound dissipation are therefore cases of
phonon-phonon interaction. But such interactions have been treated at length
in Chapter 9 a5 instances of nonlinear acoustics. In this sense, then, virtually
all of solid state acoustics could be included under the label “nonlinear’’.

It is, however, not our intention to repeat the extensive surveys of this
field given elsewhere. [2] A very brief background survey will suffice. [2a)

We begin with the concept of the phonon. In complete analogy with
the photon description of electromagnetic waves, elastic waves can be repre-
sented by quasi-particles called phonons. A phonon has energy Aw and acts
as if it has momentum hq (often called the quasimomentum). The increase or
decrease of the energy of an elastic wave corresponds to the creation or an- (
nilation of phonons.
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The quasiparticle that is the phonon has some characteristics that differ
from that of a true particle. Thus, suppose a phonon (in a crystalline solid)
with wavevector q combines with any system of wavevector k,a phonon with
wavevector q' resulting. Conservation of momentum requires that

q+k=q +G (11.1)

for that process, where #G represents the momentum imparted to the crystal
as a whole. If q' lies outside the first Brillouin zone (see below), thenq' + G
is the wavevector inside the first Brillouin zone that describes the same physi-
cal motion as q'. If k is the wavevector of a phonon, so that three phonons
are involved in Eq. (11.1) then g may be equal to zero (called a normal or
N-process) or differ from zero (an Umklapp or U-process).

11.2 Lattice Vibrations in Crystals. The Debye Approximation.

According to the modern theory of solids, the motions of the atoms of
a solid can be described as elastic waves propagated under the action of the
nearly elastic interatomic forces. In the classical theory, the medium is treated
as an elastic continuum. Both the continuous and elastic properties of such a
medium are approximations that need further consideration. The effects of a
discrete crystal structure of the propagation of elastic waves are most easily
seen from a consideration of the simplest case—a linear chain of identical
atoms. The relation between the frequency and the wave number q for this
case can be shown to be

w = (-%?)Hzlsin (%)I (11.2)

where a is the spacing between atoms, each with mass M, and 8 is the inter-
atomic force constant. The corresponding dispersion curve is shown in Fig.
11-1. When the wavelength is much longer than the atomic spacing a, the

Figure 11-1.-Dispersion curve for s monatomic linear lattice.
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chain can be treated as a continuum and w = ¢pq. The phase velocity ¢ is
then the same as the group velocity dw/dq, and is independent of frequency—
there is no dispersion. As the wavelength becomes shorter, the discrete nature
of the lattice produces dispersion. In fact, when A = 22, the wave is no longer
a progressive wave, but is a standing wave. The adjacent particles are then
180° out of phase; the group velocity has vanished and no energy is
transported.

Since only the motion of the atoms has physical significance, all waves
of length shorter than 2a describe exactly the same physical motions that can
be represented by other waves with wavelength greater than 2a (Fig. 11-2).
All unique physical motions are then represented by waves with wavenumbers
between g = -n/a and q = n/a. This region is called the first Brillouin zone.
If there are NV atoms in the chain, then there are V discrete vibrational states
located in the first Brillouin zone.

|

—

Figure 11-2.-Two different v7avelengths that could represent the same physical
motion of a linesr chain (from Beyer and Letcher [2a]).

In a real, three-dimensional crystal, the waves can propagate in all di-
rections, and for each direction there are threc polarizations Each propaga-
tion direction and polarization will have its own dispersion curve.

Thus, for any direction of propagation in a solid, three different modes
with mutually orthogonal displacements are possible. However, the anisot-
ropy of crystalline solids strongly affects the elastic waves. For an arbitrary
propagation direction, the three modes will not be pure longitudinal or pure
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transverse waves, and the energy flux will generally not be exactly in the di-
rection of wave propagation.

The fundamental relations for strains in a solid is given by the strain
tensor u;; , whose components are (recall Eq. 1).

e, %, 22t

i T ax; | ox; dx;

(11.3)

If one deals with small deformations only (the linear case), the third term
can be neglected. In such a case, Hooke’s law of elasticity applies; this can
be written in tensor form

Tij = CijkQUgq (11.4)

where ¢;;, g is the fourth rank elastic modulus tensor.

When the direction of propagation is a pure mode direction, one longi-
tudinal and two transverse polarizations exist. The particle displacement is
either parallei or perpendicular to the propagation direction. In other,
nonpure-mode directions, the branch with the greatest phase velocity is
usually identified as the longitudinal branch.

Debye Approximation.

In order to calculate in detail the thermal properties of a particular
crystal lattice and the resultant effect of the thermal lattice vibrations of an
ultrasonic wave, one would need to know not only the dispersion curve for all
directions of propagation and polarization, but also the density of vibra-
tional states as a function of trequency. This would be a formidable task. but
one which can be avoided by using the simple but remarkably successful
Debye approximation.

The Debye approximation treats the solid as a continuum. As a result,
the two transverse modes become identical and the speeds of propagation are
independent of frequency. Although a true continuum has an unlimited num-
ber of normal modes of vibration (there being no restriction of the wave-
length) the Debye approximation limits the number of normal modes to the
number of degrees of freedom of the actual solid. If the crystal contains
N/3 atoms per unit volume, each with threc degrees of freedom, the number
of normal modes will be limited to N. If D(w)dw 1s the number of modes
per unit volume with frequency between w and w + dw, then the cutoff fre-
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quency, wp, which is characteristic of the Debye approximation, is defined
by the relation N

D
r D(w)dw = N. (11.5)
0

The density of states D(w) for a solid continuum can be shown [3] to be

2

w 1 2

D(w) = —2 3 + —3— (11.6)
m clong Cir

where ¢y, and ¢, are the phase velocities for longitudinal and transverse
waves, respectively. This is shown in Fig. 11-3. Then, from Eq. (11.5), we

have

]
-_i
:
|

1 2 1/3

1 ma o ki e et &

wp = |672N =) (11.7) !.
clong tr ' !
i
i
- !
2 3
wz 4
w ("
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Figure 11-3.-Density of phonon states by the Debye approximation
and by a more exact lattice theory (from Levy [3]).
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The Debye temperature @ is defined by

hw 243 -111/3
- kD_ 6n hLV 1 + 2 (11.8)
B kB3 3 c? ('w
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where kg is the Boltzmann constant. For an anisotropic crystal, suitable
averaging of ¢y,  and ¢,, over possible directions is needed to obtain a repre-
sentative ©p. If an effective sound velocity ¢ is used, Eq. (11.8) becomes

= :—l;'-(zuw)l” (11.9)
where
_355 3‘ *'2?" (11.10)

‘o Clong  “tur

The number of thermally excited phonons in the Debye approximation
is given by

“pD
n= j D(w)n(w)dw, (11.11)
0
wlhkgT 1 .. o
where n(w) = (e - 1), which is known as the Bose-Einstein distri-
bution function, is the probability that a phonon is in a state with frequency
w. Then

wa w3 |
n = dw
o 2mlcy MelkgT |

dx (11.12)

33 X
243
pY 2 ] cO3 o € -1

where xp =hwplkgT = Op/T. In the region T < O, (11.12) becomes

( \3|. (11.13)
n X. .
@D/ JO

In a similar manner, the total thermal energy in the Debye approximation is
given by

wp
U= [ hwD(w)n(w)dw (11.14)
Jo
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E which becomes
T\3 E)D/-T x3 h
U= 3NkgT|=— dx. (11.15)
] G.)D 0 eX - |

11.3 Nonlinear Lattice Waves.

In an ideally elastic medium, propagating waves are represented by d
i functions that are solutions of the linear wave equation and therefore obey °y
i the principle of superposition. Even a very small amplitude wave in a real ;
; solid however, will only approximate this linear behavior. Fundamental non-
1 linearities, as in the definition of strain [Eq. (11.3)] are assumed to be negli-

gible in order to derive the linear wave equation. It is a conimon occurrence
that elastic waves do, in fact, interact with one another. Quantum me-
chanically, one can speak of phonon-phonon interactions. Such familiar phe-
1 nomena as lattice thermal resistivity, thermal expansion and the muaintenance ,
' of an equilibrium distribution of thermal phonons are possible only if the lat-
tice waves behave in a nonlinear way. ’

A. Griineisen Constant. A particular lattice vitration mode can be
characterized by its wave vector g, and its polarization p. The anharmonicity
of the lattice can be expressed by the change of sound velocity (or elastic
constants) as a function of the strain or, equivalently, by the change in the
frequency w = w(q,p) of the mode q,p with changing strain, This latter
change is defined in terms of the Griineisen number for the effect of a strain
€, on the frequency of mode q,p. This number, v;,(q,p)is defined to be

r 0wy, p)
1 P
3 7,'k(q'p) = (11.16)
] wy(q.p) af}fk ‘
where the strains are defined as E:
s 205
3 €jk'u/Q‘§1;lf]-k
(11.17)
0 ok,
—2u/k -a;;'i'?jlf]?ﬁk,
and where wy(q, p) is the mode frequency for zero strain, A
If the strain involved is a pure dilation, Eq. (11.16) becomes
vy Odw(q,p) dlInw(q,p)
r(q.p) = = (11.18) '

wolqp) 3V dinV - .
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If the further, rather unrealistic, assumption is made that all modes have the
same v, and if we use the Debye approximation, Eq. (11.18) becomes

_dhnw _dInp
Y dmV dnv

(11.19)

The quantity vy in Eq. (11.19) is the Griineisen constant, a single parameter
that describes the anharmonic properties of a crystal in much the same way
that the Debye temperature describes the elastic properties. The Griineisen
constant can be written in terms of various thermodynamic parameters:

- 3B
Ty

_ 38B
= (11.20)

where f§ is the linear thermal expansion coefficient, k- the isothermal com-
pressibility, B the bulk modulus and Cy the heat capacity per unit volume at
constant volume.

In the real case. vy is of course a more complicated quantity. For many
purposes, however, one can define [4] an average Gruneisen constant from
(11.16):

N Zy (q.p)C(q,p)
ZC(q,p)

5 (11.21)

This satisfies Eq. (11.20) with the heat capacity of the mode (q,p) serving as
the weighting factor.

B. Finite Deformation of Solids. We have already noted the form of
Hooke's law (Eq. (11.4)]. In the same notation, the elastic potential energy
is given by

_ ]
V = = cneine (11.22)

The Ciikg are commonly called the second-order elastic constants, for the
reason that they appear in an expression that is second order in the strains.
Nevertheless, they represent linear elastic phenomena.

Expressions such as (11.4) and (11.22) can be modified to describe
nonlinear effects by letting CiikR (and, theretore, the speed of sound) be de-
pendent on the strain. Then the stress will no longer be directly proportional
to the strain, and the potential energy will no longer he merely quadratic in
the strain. A convenient form for the generalization is in terms of higher or-
der elastic constants.
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A point at position vector a in the unstrained solid is moved to point x
by a finite strain. This displacement of the particle is § = x - a or, for each
component, §; = x; = ;. The strain, which is given by Eq. (11.3), can also be
written

(11.23)

where 5;; is the Kronecker delta.

The ratio of a volume element in the new coordinate system (x)to the
volume element in the unstrained system (a) is the Jacobian determinant.
Hence the ratio of the unstrained density to the density in the strained state
is given by

o ox; o(xy,X5,Xx3)
2= det(a—'> = a—‘—-—2—3 (11.24)
o] a; (ay.ay.a4)
The equation of motion of the system, if we ignore body forces, is
" aT/'i p)
pX; = %, . (11.25)

A change in the internal energy of a solid is given by the thermodynamic
relation

1

dU = TdS + b_oz,,dg,.,. (11.26)

where T is the temperature, § the entropy per u'u* mass, and 1;; the thermo-
dynamic tension, given by

aU
r = oo [QY) (11.27)
" O<afij>s
Then quantity 7;; is related to the stress T;; by
ox; Ox;
T, =& — <. (11.28)

At
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11.4 Third Order Elastic Constants.

We are now in a position to generalize the relation between the internal
energy of a system and the strains €jj- We expand the internal energy U(S,§)
about the point of zero strain € = 0 in the isentropic case:

1
PoUS.§) - poU(S,0) = 37 CipkQEif€k®

1
* 30 Cijkmn €€k Qmn T (11.29)

where the nth order (n 2 2) isentropic elastic constants are defined by

U
S = ] . 11.30

In cases where Hooke’s law is valid, only the first term on the right hand side
of Eq. (11.29) differs from zero, and the left hand side becomes the elastic
potential energy.

Because of inhcrent symmetries in crystal systems, it is possible to
simplify the subscripts on the elastic constants. In this reduction of the

multiplicity of the first four subscripts on the c;'gikan _, we ccndense them

unambiguously according to the following scheme:

11 =1 23 » 4
222 13> 5 (11.31)
33->3 12 - 6

(In the case of an elastic crystal, this reflects the fact that the most general
crystalline form has 21 elastic constants rather than 81). Then, for example,
we have

3
S - _ 9°U
i =6 = P05
aell
(11.32)
S — _ U
€112323 = Claq = P

R aksd
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The term “‘third-order elastic constant™ is rather self-contradictory,
since the original connotation of an elastic body was that it obeyed Hooke's
law, i.e., that all the higher order constants c;‘s}kﬁmn... vanished. However,
here, as is often the case in physics, the concept has been generalized along
with the equation.

A cubic crystal has three independent second-order elastic constants.
In the reduced notation, they are ¢y, ¢yy, c44. For the third-order con-
stants, symmetry rules again restrict the number, this time to six, as follows

Ciin = Ca22 = G334
Ci14 = Cass5 = Ci6¢

Ciy2 = Cy23 = Cy33 = Cygp = Ca33 = (13
(11.33)

Ciss = Craq = C344 = Cig6 = Crp6 =

all others being zero.
For an isotropic medium, the third-order constants have the same
representation as a cubic crystal, with the additional relationships

ky
-
|
o
(%]
G
+
[\
ks
F -9
F -

(11.34)

0
w
w
|
0
N
IS
-+
Aa
BN
w
(=5}

Ciin = Cia3 + 2C 44 + 8Cys6-

Thus, an isotropic medium, which has two independent second-order con-
stants [c1y and cqq = (1/2)(c} | = ¢;4)], has three independent third-order
constants.

By means of this scheme, the elastic energy Eq. (11.30) for an isotropic
solid is found to be

1
poU(S,E) - p0U(S,O) = iclzeﬁejj + C44€i/€kl- + '6—C‘23€”€kk

4
* Craasicicin + 3Caseik€isy

+ higher order terms. (11.35)
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The corresponding expressions for anisotropic crystals are considerably more
complicated.

11.5 Ultrasonic Determination of Third Order Elastic Constants.

Third-order elastic constants of crystals can be found by measuring the
change in the sound velocity caused by the application of hydrostatic pres-
sure or uniaxial stress. [S] The appropriate relationships for cubic crystals
are given in Table 11.1. These give |7 different relationships directions when
the solid is undergoing either hydrostatic pressure or uniaxial compression
along the [001] or [110] directions. Fourteen of these velocities (6-8 ex-
cepted) can be measured with a single sample cut with {001} and [110] faces
exposed (Fig. 11-4). This allows several independent checks on the values
of the elastic constants. Usually the hydrostatic pressure results are given
extra weight because of the relative confidence in the uniformity of the

stress.

e [100]

P V[ﬁo]
L’ - [110]

¢
[co]

Figure 11-4.-Crystalline directions for a cubic crystal.

A system for applying uniaxial stress is shown in Fig. 11-5. A steel ball
bearing is inserted to make the stress as uniform as possible. 1t is also helpful
to reduce shear stresses at the specimen-piston interfaces by matching their

mechanical properties.

Certain crystals, particularly metals, will not sustain a large stress with-

out permanent deformation, because of dislocation motion. In this case, the
third order elastic constants can be found by methods that are similar fo
those used for nonlinear effects in liquids (see Section 11.5). Breazeale and
Ford [6] have shown that the third-order elastic constants of cubic crystals
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Figure 11-5.- Arrangement {or uniaxial stress experiments
(from McSkimin and Andreatch (5a) ).

can also be obtained by measuring the discontinuity distance of finite ampli-
tude longitudinal waves. Some measured third order elastic constants are
shown in Table 11-2.

One can single out two major causes of nonlinear behavior in a crystal—
the anharmonicity due to a departure of the medium from the simple linear
behavior of Hooke’s law and the phenomenon of dislocation displacements.
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Table 11.2
Measured third-order elastic constants of some cubic crystals

at room temperature?
(from Ref. 2a)

Coysal )y Ciiz i3 Cya4 Ci66 Cas
Ge -7.10  -3.89  —0.18 =023  -2.92 -0.53
Si -825  —451  -0.64 4012 -3.10 ~0.64
GaAs 622 =387  -0.57 4002 -2.69 -0.39
GaAs  -6.72  —4.02 <004 =070  -3.20 -0.69
InSb -3.14 =210 =048  +0.09  -1.18 +0.002
Cu -15.0 -85 225 -135 645 -0.16
Cu “1271  -8.14 050  -003  -7.80 -0.95
Ge 732 =290 -2 -0.08  -3.03 041
Ge 716 =403 -0.18 -0.53 =315 -0.47
MO 489 095  -069 .13 6.6 +1.47
NaCl 8.3
KCl -1.1
NaCl -8.80  -0.57 0.284 0257  -0.611 0.271
KCl <701 -0.224 0133 0.127  -0.245 n.118
Bal'y  -5.84 =299  -2.06 -1.21 -0.889 0.271

ApPprox.

Accuracy 57 107 507 18077 b 12 *157%

3Al ciasticz constants X 10! 2 dyn,‘cmz.

The first of these leads primarily to a small shift in the sound propaga-
tion velocity. The accurate measurement of this velocity therefore provides
for the measurement of the third-order elastic constants.

The effect of dislocation displacements is associated with the p defects
present in any crystal. A dislocation is a linear imperfection in a crystal, such
as the edge dislocation pictured in Fig. 11-6. Such dislocations can move
easily under stress within a crystal, thus facilitating the propagation of the
lattice vibrations that are sound waves. The motion of the dislocations is hin-
dered by the presence of point defects and by other dislocations. Internal
stresses surrounding dislocations and point defects are both relieved by their
interaction, so that they tend to attract one another, causing the disloca-
tions to be pinned at certain points.

In passing through a real crystal, a sound wave will be attenuated by
interaction with the dislocations. The theory for such dislocations damping
is based on the concept of the motion of dislocations between the two pin-
ning points as analogous to the motion of a vibrating string, equal in length to
the distance between pinning points. The small amplitude oscillations of such
dislocation locps leads to an attenuation that has been well confirmed by ex-
periment. {7}  This corresponds to the first three portions of Fig. 11-7.
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Figure 11-6.—Structure of an edge dislocation. The imperfection can be 1e

garded as the insertion of an extra half plane of atoms in the top half of the
crystgl (from Kittel {3]).
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(0) (b) (e) (d) (o} ) (g)

increasing stress ——

Figure 11.7.-Bowing out of s pinned disloc:tion line by an increasing applied stress. The
loop length, determined by the impurity pinning is ¢ and the network length L. At (d)
the stress is large enough to cause the dislocation to break away from the impurity
pinning sites (from Granato and Liicke [7]).

As the amplitude of the oscillation becomes larger, however, the dis-
location loop will break away from many of the pinning points, producing the (,
bowing out shown in the latter stages of the drawing. ’
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In these latter instances, the bowing out becomes nonlinear. An ultra-
sonic wave propagating through a crystal containing movable dislocations will
therefore become distorted and harmonics of the fundamental frequency will
be generated. This is in addition to the same effects caused by the anharmonic
nature of the crystal lattice itself. By use of the vibrating string model,
Hikata and Elbaum have cast the equations of motion of the dislocation into
normal coordinate form. Concentrating their attention on the equation for
the first coordinate £, they obtained the result

% % 2 3 34 4
Ae—em + B CE -—-CS --—E = —boR.
a2 T R T

(11.36)

In this equation, C is the line tension of the dislocation, given by the product
of the shear modulus and the square of the Burgers vector b, £, is the equi-
librium distance between pinning points, R is an orientation factor, A the ef-
fective mass of dislocation per unit length (see Ref. 2, p. 222) and B is the
damping coefficient per unit length, g = applied stress.

For small dislocations displacements, ¢ will be a linear function, given
approximately by

§ = g sin 2. (11.37)
0

Equation (11.36) can be solved by iteration. If one neglects the cubic
term, one obtains the first order solution

4bRoy 4bRA, cos (Wt ~kx ~8,)

+
np n [(-Q)ZA +p)2 + szzl 1/2
(11.38)
§; = tan”! o
(-w?4 +p)
2
=1
p= 3 c

for a driving stress 0 = 0y cos (wt - kx). This value of ¢’ is introduced in Eq.
(11.36) and the resultant linearized equation is solved. The resulting solu.
tion is a lengthy one and will not be given here (see Ref. 2, p. 224),
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‘The results indicate that dislocation displacements can produce second
harmonics that are comparable to those resulting from lattice inharmonicity,
while the corresponding contribution to the third harmonic is enormously
greater. Experimental investigations of the nonlinear behavior of dislocations
is therefore most conveniently carried out by use of the third harmonic.
Hikata and Elbaum {8] derived the term for the third harmonic amplitude in
the form

A3 « NA3 f (%) f2(e,x) (11.39)

where N is the dislocation density, A, the initial amplitude of the funda-
mental, f,(%;) a function of the loop length and fy(a,x)a function that de-
pends on the distance x traveled by the wave and on the absorption coeffi-
cients of the fundamental and the third harmonic. Although this equation
was derived for the pre-breakaway region, experiments have shown that the
breakaway from point defect pinning points also contributes to third har-
monic generation.

11.6 Interaction of Sound with Sound.

A theoretical study of the interaction of elastic waves in an isotropic
solid has been made by Jones and Kobett. [9] The cubic terms in the parti-
cle displacements are included in the equation of motion and perturbation
analysis has been carried out for the case of an initial signal consisting of two
sinusoidal waves of arbitrary direction and frequency. A set of resonance con-
ditions has been worked out for primary waves of three different types:
(1) both transverse, (2) both longitudinal, and (3) one transverse and one
longitudinal. Table 11.3, taken from their article, indicates the allowed con-
tributions. Herek;,k;, w;, w,, refer to the wave vectors and frequencies of
the primary waves. In each case, the resonance occurs for a sum or difference
frequency propagated along a particular direction.

It is of interest to note that the combination of two longitudinal waves
produces an interaction wave that is transverse. The corresponding case can-
not arise for a normal fluid, which does not support a shear wave.

Such a result is consistent with our earlier discussion of the fluid case.

Experimental verifications of these results has been reported by Rollins
(9a). Two pulses with frequencies between 3 and 15 MHz were applied to a
hexagonal specimen of fused quartz, polycrystalline aluminum and poly-
crystalline magnesium. The specimen was of such a shape as to satisfy the
resonant conditions of Table 11.3. Each of the five cases noted in the table
has been observed experimentally.
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3
Table 11.3
: Interaction cases which produce a scattered wave.?
]
Resonant Direction 11
. wave type of Frequency
Primary waves and scattered cos ¢° limits®
1 frequency wave
Two transverse Longitudinal  k; + k9 2 _1)a? -

2,€2=D@+ ) 1-c  1te
E (W +wy) c*+ % l+¢‘<a<l-c
F Two longitudinal  Transverse k) -k, c? (::2 - l)(a2 +1) l=~c¢ 1+c¢
E (W) -wr) T 2 l+c<a< -c
' Wy =y 2ac
¢ One longitudinal  Longitudinal k) +k, a(c2 -1 %

—_— 0<a<

.E and one d (W +wy) ¢ 2 ¢ 1-0)
: transverse
i Onc longitudinal ~ Longitudinal kg - ks . +a(l - c2) 0<a< 2%
f and one -y 5T W — a+9
: transversed
) o 2. -
: Onedlongltudmal Transverse k; - kg l+ (cc~1) l1-¢ <a <l +c
] and one (W - wy) W) - uy I3 2ac 2 2
i transverse

AFtom Jones and Kobett [9].

t b¢ is the angle between k; and k4 at resonance; g is the frequency ratio wy/wy; cis
velocity ratio Ctr/Clong-

®When g is within the limits shown, it is possible to choose an angle ¢ that will give a scat-
tered wave.

dThe frequency of the longitudinal primary wave is wj.

11.7 Nonlinear Surface Waves.

The simple phenomenon of surface waves, described in Chapter 1, has
recently been widely exploited in signal processing. [10,11,12] The first sur-
face wave transducer using interdigital electrodes was developed by White and
Voltmer. {13]

i In a typical arrangement, [Fig. (11-8)] metallic “fingers’ are deposited
] on a piezo-electric substrate by photolithographic techniques. For a 100-MHz
transducer, for example, the aluminum fingers would be 0.2 x 9 microns.
] The fingers are spaced a half wavelength apart. If the rf voltage is between
one set of fingers, Rayleigh waves will be excited on the surface, traveling at a
velocity given approximately by (recall Sec. 1.10)

g p—

0.87 + 1.12v
Cp = (—T+—V—->CS (!l ]40)
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/ Piezoelectric material

Metal electrodes

Figure 11-8.-Schematic representstion of a typical piezoelectric device with
intexrdigital electrodes (“fingers™) (from Kino and Matthews [11]).

where v is the Poisson ratio and cg the shear velocity in the bulk medium.
When these waves reach the second group of fifigers, an rf signal will be
detected.

The first use of such a circuit was in delay lines. By varying the num-
bers and spacing of the electrodes, various pulse compression and phase cod-
ing techniques have also been developed.

The velocity expression (11.40) is of course based on linear elasticity
theory. When the strain exceeds 10-5 - 10~4, nonlinear effects appear, simi-
lar to those described [or bulk waves in solids.

In 1970, Lean and Tseng {14]) developed a phenomenological theory
for the generation of harmonics of surface waves, using the method of coupled
amplitude equations, taking losses into account. If A; is the (complex) ampli-
tude of the ith harmonic and a; the corresponding absorption coefficient,

these equations take the form
dA; .
- CpedA; = TpnAmA, + @4, (11.41)
fori=/f+¢ iLj,l,mn=123..
i=m-n
)V)“_\
A
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The asterisk denoted the complex conjugate. The nonlinear coeffi-
cients are related to the wavenumber. If dispersion effects can be neglected,
then

Tin = vyekiky

(11.42)
! l‘imn = 7lmnkm kn

where the v’s are analogs of the Griineisen constant.

In their theory, Lean and Tseng assumed that a single y would suffice
and obtained the value experimentally. As a refinement, adjustments were
made to fit the individual experimental curve. As a result, a set of 3's ranging

) from 0.81 to 5.20 were obtained. The comparison of theory and experiment
' for a specific case is shown in Fig. 11-9.

A B R
Lm0, . ', ]
H Lot

\ FUNDAMENTAL

b

' THEORETICAL
' CALCULATION

ACOUSTIC POWER (102 woir)

'\7 ’\ : :“.‘ \.-_—-
SN S S T
[+X-) V.0 (K.
DISTANCE {(cm!

Figure 11-9.—Experimental results of Rayleigh-wave har-
monic generation on a YZ Li bO, substrate as a function
of interaction length. The fundamental frequency is 615
MHz. Also shown are the theoretical calculations based on
coupled amplitude equations (from Lean and Tseng (14)).
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Just as in the cases of fluids and bulk waves in solids, nonlinear raixing
of finite amplitude waves can take place. Typical experimental schemes are
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snown in Fig. 11-10. [15] Two pulses of center frequency w,, v, travel in
opposite directions along the surface. The nonlinearity will produce a com-
bination wave with frequency w3 = w; + wj and wave numberkg =k, +k,.
Since the spacing of the electrodes is based on the relation k59 = 2m, the
“pitch” of the figure must necessarily be relatively coarse (see Fig. 11-10b).
If the two primary frequencies are identical, so that k3 =0, wj3 = 2w, two
continuous metal films, one on each side of the acoustic substrate, are used
(Fig. 11-10a).

GOLDO ELECTRODE CONVOLUTION OUT AT 2w
mn\ J'—fé °""1

PULSE IN ' PULSE IN
AT @ Ay ,."‘7./7%—47 w

() YZ -CUT LINbOy DELAY ROD

wpt wl* wy
'°"‘_‘| /INTERDIGITAL GRATING

“— 4 &t ) amkl

(o} YZ-CUT LiNbOy DELAY ROD

Figure 11-10.—-The two different electrode configuration referred to in
the text (from Luukkala and Kino [15}).

Quate and Thompson [16] have obtained the convolution of two modu-
lated rf signals through an application of this technique. If two are modu-
lated in the form

F(f) cos wit, G(¢) cos wyt

and passed in opposite directions in the arrangement of Fig. 11-10b, with the
pickup signal driving a microwave cavity resonator, the output signal will be
proportional to the convolution integral

K(r) = f F()G(2t - 1)de (11.43)

The correlation function can also be obtained from the relations above
if one of the two signals is inverted in time. This has been done by applying
an input signal to the left transducer in Fig. 11-10b, and a spike to the central
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transducer, The output is then the time inversion of the original signal and
can be used without a convolution step to obtain the correlation function. A
sketch of the time inversion step and a set of oscilloscope traces are shown in

Fig. 11-11.

A {/_A_

2a,

e

© o & »

“*Spuha carrelation’

Time- inverted
pulse back

Figure 11-11.-Time inversion step (2) and oscilloscope trace of stop
(b) in surface wave circuitry (from Kino and Matthews [11]).
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SUBJECT INDEX

Absorption, sound, 32-37

Absorption of sound by sound,
316-318

Acoustic approximation in
cavitation, 274, 277-278

Acoustic fountain, 234-235

Aeolian harp, 3

Aeroacoustics, 3, 204ff

Arrays of parametric array, 360-363

B/A, values of, 101, 102

Ballou’s rule, 100

Beats, 10, 23-24

Berger approximation of vibrating
plates, 84-85

Berktay analysis of interacting
sound beams, 307-309

Blackstock’s bridging function,
123-125

Brillouin zone, 375

Bubble growth and collapse in
cavitation, 281-284

Bulk modulus, 380

Bulk viscosity, 35§

Burgers’ equation, 9, 117

for a relaxing medium, 132-138
Burgers’ vector, 390

Capillary waves, 56
Cavitation, 12-13, 269-297
approximations in theory, 274
283
dynamic bubble theory, 273-.75
gaseous, 269
pseudo, 269

sonoluminescence in, 295-297
static bubble theory, 269-277
true, 269
vapor, 269, 283
Cavitatijon field, 269
Cavitation noise, 276-295
Cavitation nuclei
origin and stability, 288-292
Cavitation threshold
experimental evidence, 283-2885
Characteristics, method of, 107,
176-182
Classical sound absorption, 35-37
Cochlea, theory of vibration in, 87-
89
Collinear beams, nonlinear inter-
action in, 311-316
Combination tones, 10
Comparatively stable wave, 9, 109
Cubic crystal, 383
third-order elastic constants, 386-
387
Cylindrical waves, 32
of finite amplitude, 129-132

Debye approximation, 376-379

Diffraction corrections, see Piston,
plane

Dipole sources of sound, 209, 218

Directivity of parametric array, 347,
351

Directi.i‘ / of plane piston, 47

Discontinuity distance, 105

Dislocation, 384-391

damping, 388-390
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displacement, 385
loops, 389-391
pinning, 388
Duffing’s equation, 70-74
Dynamic bubble theory of
cavitation, 273-275

Earnshaw solution of wave equation,
101-104
Elastic constants
second-order, 380
third-order, 382-384
ultrasonic determination, 384-
388
End fire array, 314, 337ff
Ene->v density of sound wave, 29
Eq n of state, 98-100
Eulerian coordinates. 92-97, 228,
231
Explosions, underwater, 196-202

Far field, 44
of finite amplitude plane piston,
153-155
receiving in parametric array,
355-356
transmission in parametric array,
337-338
Fay's solution of wave equation,
112
Finite-amplitude waves, 8-9
propagation in dissipative media,
109ff
propagation in tubes, 157-162
Finite deformation of solids, 380
384
Flight signatures, 194
Fubini solution of wave equation,
107

Generalized Burgers’ equation, 131
Goldberg number, 120
Gravity waves, 56

Green’s theorem, application of, 40

Griineisen constant, 318, 379-380,
394

Griineisen number, 379

Harmonic generation, 92, 144

Herring approximation in cavitation,
274,278

Hooke’s law, 376

Impulse response function, 353
Incompressibility approximation in
cavitation, 274-277
Intensity of sound beam, 29
Interaction of sound with sound,
9-10
in fluids, 299-.335
in solids, 391.392
on surfaces, 394-396

Keck-Beyer solution of wave equa-
tion, 112

Kinematic shear viscosity, 111

Kirkwood-Bethe approximation in
cavitation, 274, 279-280

Lagrangian coordinates, 91-97,
228,231

Langevin radiation pressure, 226-
229,232

Lattice vibrations in crystals, 374

Lighthill's equations, 7, 204-211,
299, 300

Linear oscillator, 17-20

Liquid helium, 318

Mach number, acoustic, 1, 107

Mass transport velocity, 244

Membrane, nonlinear velocity of,
78-82

Method of characteristics, 107, 176-
182

Monopole sources of sound, 207

]
%
i
i
i
:

PP NS IV PRI ¥ A P S

9
3




Latdie CIRNE RU ol - S TR TER I

T R TR

SUBJECT INDEX 403

N process, 374
N waves, 188-196
Natural frequency, 18
Near field, 44
of finite amplitude plane piston,
149-153
receiving in parametric array,
356-359
transmission in parametric array,
350-354
Noise, nonlinear interactions in,
366-371
Noltingk-Neppiras equation, 277,
281
Nonlinear interaction of sound
pulses, 330-335
Nonlinear interaction of sound
waves, 299-335
in solids, 391-392
in surface waves, 392-396
two collinear beams, 303-304
two concentric spherical waves,
305-307
two crossed beams, 300-302
experimental measurements,
301, 304, 309-311
Nonlinear interactions in intense
noise, 366-371
Nonlinear lattice waves, 379-381
Nonlinear propagation in solids,
373-396
Nonlinear sources
cochlea, 87-89
membrane, 78-82
plates, 82-85
practical sources, 148-155
simple pendulum, 60-63
springs, 63-69
strings, 74-78
Nonlinear surface waves, 392-396
Nonlinear wave propagation, experi-
mental measurements
electrical method, 139-141

optical method, 141-148
Nonlinearity parameter, 99
Normal process, 324

Opticai methods for observing sound
propagation, 125-132

Oscillatory flow near a cylinder,
263-266

Parametric array sonar, 348-349
in shallow water, subbottom in-
vestigations, 359-360
Parametric arrays, 331, 337-371
arrays of, 360-363
farfield receiving, 355-359
farfield transmission, 337-338
cylindrical case, 339-340
spherical case, 340-349
nearfield receiving, 356-359
nearfield transmission, 350-354
experimenta] measurements,
352-354
Perturbation solution of wave equa-
tion, 109
Phonon interactions, 318, 373-378
Phonons, coherent, 373
Pinning, 388-389
Piston, plane
farfield for finite amplitude case,
153-155
ncarfield for finite amplitude
case, 149-153
radiation field for small amplitude
case, 39-47
Plane waves, acoustic, 24-31, 91ff,
45-247, 254260
Plates, nonlinearity of, 82-85
Poisson ratio, 393
Prandt]l number, 120n
Pseudosound, 302
Pulse methods for mcasuring sound
propagation, 330
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Quadrupole sources of sound, 210,
218-220

Quartz wind, 12

Quasimomentum, 373

Radiation
from a piston source, 39-47
farfield, 153-158
nearfield, 149-153
from a spherical cap, 155-156
Radiation pressure, 10-11, 221-238
devices, 236-238
effect of reflection, 230-232
higher order effects, 229-230
in case of interface, 233-236
Langevin, 226-229
Rayleigh, 221.226
Radiation stress tensor, 232-233
Rankine-Hugoniot equations, 165-
171
Rayleigh radiation pressure, 221-
226,229
Rayleigh waves, 41, 392
Reflection, 50
of shock waves, 174-175
Refraction, 47
Relaxation, 37-39, 132-138
Relaxatjon strength, 39
Resonance of a linear oscillator, 19
Reynolds’ number, 4, 120n, 217,
252
Riemann invariants, 106
Riemann’s solution of wave equation,
105

Saturatjon, limited propagation,
346

Sawtooth waves, 114, 115

Scaled primary source level, 344

Scattering of sound from circular
cylinder, 50-54

Scattering of sound by sound in the
presence of obstacles, 318-
329
non-rigid sphere (air bubble),
328.350
rigid cylinder, 319-325
rigid sphere, 325-328
Second order elastic constants, 380
Shear viscosity, 19, 111
Shock thickness in liquids, 186-188
Shock tube, 171-173
Shock waves, 8, 165-202
reflection, 174-176
structure, 182-186
thickness in liquids, 186-189
Simple pendulum, 60-63
Sonic boom, 8, 188-196
Sonoluminescence, 295-297
Sound absorption, 32-37
Sound sources
from a fluctuating medium, 204-
21
from changes in vortex strength,
212-217
from movement of vorticity in
free flow, 217
Source density, 208
Source strength per unit volume,
208
Spherical waves, 31-32
of finite amplitude, 129-132
for spherical cap, 155-156
Springs, nonlinear, 63-69

Standing wave parametric source
(SWAPS), 363-366

Standing waves, streaming in, 260-
263

Static bubble theory of cavitation,
269-277

Strain tensor, 376

Streaming, 11-12, 239-268

basic equations, 239-244
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experimental studies, 250-254,
266-268

from plane wave traveling
between parallel walls, 254-
259

from plane waves
in a cylindrical tube, 247-250
in an unbounded medium,

245-247 Wave equation
from standing waves between in Eulerian coordinates, 92-97
paraliel walls, 260-263 in Lagrangian coordinates, 91-97 ;
oscillatory flow near a cylinder, solutions of, 3
263-266 by Blackstock, 122-125
Stress tensor, 206 Earnshaw, 101 %
radiation, 232-233 Fay, 112 i
Strings, nonlinear vibration of, 74- Fox and Wallace, 116 3
78 Fubini, 107

Strouhal number, 4, 217
Surface waves, 54, 56-58
nonlinear, 392-396

Tait equation, 98 Rudnick, 116

Tartini pitch, 10, 85-89 Soluyan and Khokhlov.

Thickness of wave front, 129 126-129 .

Third order elastic constants, 382- Waves o
384 cylindrical, 32 | !

ultrasonic determination. 384 plane, 24-31 : !

388 spherical, 31-3 :

Tubes, finite amplitude propagation for spherical cap, 155-156 :
in, 157 of finite amplitude, 129-132

Velocity potential, 10
Vibrating string, 20-23, 74-78
Viscosity number, 111

Von Karman street, 212
Vortex street, 4

Vortex strength, 21 1ff
Vorticity, 247

Keck-Beyer, 112
Mendousse, 115, 118
perturbation method, 109
Riemann, 105

Westervelt theory of collinear beam
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U process, 374 interaction, 303-304,312-316 ki
Umklapp process, 374 experimental verification, 304, 4
Underwater explosions, 196-202 216 b
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